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ABSTRACT: Supported lipid bilayers with incorporated membrane proteins have promising
potential for diverse applications, such as filtration processes, drug delivery, and biosensors. For
these applications, the continuity (lack of defects), electrical resistivity, and charge capacitance of
the lipid bilayers are crucial. Here, we highlight the effects of temperature changes and the rate of
temperature changes on the vertical and lateral expansion and contraction of lipid bilayers, which
in turn affect the lipid bilayer resistivity and capacitance. We focused on lipid bilayers that consist
of 50 mol % dimyristoyl-sn-glycero-3-phosphocholine (zwitterionic lipid) and 50 mol % dimyristoyl-3-trimethylammonium-
propane (positively charged lipid) lipids. This lipid mixture is known to self-assemble into a continuous lipid bilayer on silicon
wafers. It is shown experimentally and explained theoretically that slow cooling (e.g., −0.4 °C min−1) increases the resistivity
significantly and reduces the capacitance of lipid bilayers, and these trends are reversed by heating. However, fast cooling (∼
−10 °C min−1 or faster) damages the membrane and reduces the resistivity and capacitance of lipid bilayers to practically zero.
Importantly, the addition of 50 mol % cholesterol to lipid bilayers prevents the resistivity and capacitance reduction after fast
cooling. It is argued that the ratio of lipid diffusion coefficient to thermal expansion/contraction rate (proportional to the
heating/cooling rate) is the crucial parameter that determines the effects of temperature changes on lipids bilayers. A high ratio
(fast lipid diffusion) increases the lipid bilayer resistivity and decreases the capacitance upon cooling and vice versa. Similar
trends are expected for lipid membranes that consist of other lipids or lipidlike mixtures.

■ INTRODUCTION

Supported lipid bilayers with or without membrane proteins
are often considered as simplified models of biological
membranes; hence, they are frequently called biomimetic
membranes. Since the lipid mixture and the type of membrane
proteins that are incorporated in biomimetic membranes can
be tuned, these biomimetic membranes are ideal for
fundamental study of biological membranes, and they can
potentially be used for diverse applications.1−3 For instance,
when aquaporins−membrane proteins that selectively trans-
port water molecules through the lipid bilayer−are incorpo-
rated, the biomimetic membrane can potentially be used to
purify water.4−6 In other studies, different biosensing
applications were demonstrated,7−10 as well as drug-delivery
applications.11−13 For these applications, the main roles of lipid
bilayers are (1) to serve as a suitable two-dimensional solvent
for the membrane proteins; (2) to specifically adhere to certain
cells (targets);11 and finally, and maybe the most crucial role of
lipid bilayers is (3) to prevent or slow down the transport of all
ions and molecules through the membrane, thus exhibiting
high resistivity and capacitance. Therefore, for the third role of
lipid bilayers, their continuity (lack of holes and defects),
resistivity, and capacitance are crucial.
There are many parameters that affect the continuity,

resistivity, and capacitance of supported lipid bilayers, which
were studied extensively before.14−17 In addition, the effect of
temperature on the average lipid area and the average lipid

bilayer thickness,18 as well as the phase changes that lipid
bilayers undergo (e.g., liquid or gel-like), was also studied.19−21

For instance, it was shown that the average lipid area of the
dimyristoyl-sn-glycero-3-phosphocholine (DMPC) bilayer can
contract by 3% as the temperature decreases from 36 to 30
°C.18 Yet, to the best of our knowledge, the implications of
temperature changes and the rate of temperature changes on
the resistivity and capacitance were not explicitly studied.
Importantly, in some experiments or applications, temper-

ature changes cannot be avoided and they are often
overlooked. For instance, one often prepares vesicles or
supported lipid bilayers and maintains them at a certain
temperature, and then the vesicles or the supported lipid
bilayers are transferred to a different solution of different
temperature.
In this paper, we shed light on the effects of temperature

changes on the continuity, resistivity, and capacitance of
supported lipid bilayers. We focused on two lipid mixtures: a
mixture that contains 50 mol % cholesterol and the other
without cholesterol. Then, using electrochemical impedance
spectroscopy (EIS) and fluorescence and atomic force
microscopy (AFM), we studied the continuity, resistivity,
and capacitance of the lipid bilayers at different temperatures
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and different cooling rates. Finally, we propose a qualitative
model to describe the vertical and lateral reorganization of
lipids in supported lipid bilayers that affect the resistivity and
capacitance of supported lipid bilayers.

■ MATERIALS AND METHODS
Materials. Zwitterionic phospholipid, 1,2-dimyristoyl-sn-glycero-3-

phosphocholine (DMPC); positively charged lipid, 1,2-dimyristoyl-3-
trimethylammonium-propane (DMTAP); fluorescent lipid, 1,2-
dimyristoyl-sn-glycero-3-phosphoethanolamine-N-(lissamine rhod-
amine B sulfonyl) (Rhod-PE); and cholesterol were purchased from
Avanti Polar Lipids (Alabama). Chloroform (HPLC plus ≥ 99.9%)
was purchased from Sigma-Aldrich. Other solvents and chemicals,
such as ethanol, acetone, sodium chloride (NaCl), etc., were of
analytical grade. Water used for cleaning and other solution
preparation processes was taken from a Milli-Q gradient water
purification system. The typical water resistivity was 18 MΩ cm.
Lipid Vesicle Mixtures. DMPC and DMTAP were dissolved in

chloroform at a concentration of 3 mg mL−1. These solutions were
used as stock solutions. In addition, cholesterol (5 mg mL−1) and
Rhod-PE (0.2 mg mL−1) were also dissolved in chloroform. The two
different lipid mixtures that were used for this study, namely, 0.25 mM
DMPC + 0.25 mM DMTAP + 1 mol % Rhod-PE with or without 0.5
mM cholesterol, were prepared by mixing the required concentration
from the above stock solutions.
To prepare the vesicle solution for the AFM and electrochemical

impedance spectroscopy measurements, initially, the particular lipid
mixture was prepared in a clean glass vial using the lipid stock
solution, which was left on a hot plate (55 °C) in a chemical hood for
∼1 h to completely evaporate the chloroform. A total lipid
concentration of 0.5 mM was achieved by adding NaCl aqueous
solution (150 mM, pH 7 ± 0.3, 1 mL) to the above dried lipid
mixture. In addition to that, 1 mol % Rhod-PE was added to the two
different lipid combinations as a fluorescent lipid to tag the lipid
combination for fluorescence microscopy. In the second set of lipid
mixture, cholesterol with a concentration of 0.5 mM was added to the
lipid mixture, so the final mol ratio was 1:1:2: DMPC (zwitterionic)/
DMTAP (positively charged)/cholesterol. Subsequently, the vesicle
solution was ultrasonicated (2 min; 60 Hz) and heated (20 min; 55
°C) until a uniform vesicle solution was formed. These well-dispersed
vesicles were then extruded through a track-etched polycarbonate
membrane (pore size ∼100 nm, Avanti Polar lipids) ∼10 times at ∼55
°C to have a final homogeneous vesicle solution.
Self-Assembly of the Lipid Bilayers on Semiconductive

Silicon Wafers. Initially, different single-side-polished, conductive
silicon wafers (P-type; NA = 1020 P atoms cm−3; thickness = 525 ± 25
μm; ⟨100⟩) with an electrical resistivity of 0.0008−0.001 Ω cm,
purchased from Si-Mat Silicon Materials, Germany, were cut down to
a smaller size (∼25 × 25 mm2) to fit in the EC cell (Figure 1A). After
cleaning the substrates with solvents (acetone, ethanol, and deionized
water), N2 gun, and UV−ozone (for 10 min), 3 nm chromium (Cr)
followed by 30 nm gold (Au) were deposited on one of the edges (∼5
× 5 mm2) using a thermal evaporation deposition technique (Vinci
Technologies, France). This gold coating was done to achieve a better
electronic contact with the electrochemical working electrode for

impedance spectroscopy measurements. These substrates were
cleaned again by the same process mentioned above prior to the
vesicle fusion. Successively, the well-cleaned Si substrate was placed in
the EC cell setup (inner substrate area of the EC cell is ∼2.27 cm2,
Figure 1A) and maintained at a constant temperature of 45 °C for the
vesicle fusion. Furthermore, 400 μL of vesicle solution was uniformly
poured on the Si substrate placed in the EC cell setup and thermally
insulated for the next 30 min for the vesicle fusion and self-assembly
of the lipid bilayer on the substrate. Then, the vesicles in the EC cell
were rinsed with 150 mM NaCl aqueous solution at 45 °C to remove
the excess vesicles that did not adsorb onto the Si surface. Then, the
sample was kept at the same temperature or cooled down slowly at a
rate of −0.4 °C min−1 or rapidly at a rate of <−10 °C min−1

depending on the different experimental conditions as elaborated in
the text below.

Fluorescence Imaging. Different lipid compositions on the
substrates were captured at different stages of the experiment using an
epifluorescent microscope (Axio Zoom, V16, Zeiss, Germany). The
epifluorescent microscope, which was coupled with the AFM,
provided micrometer-resolved images of the surface. The homoge-
neity of the lipid assembly on the surface as well as the intensity
variation with temperature change was continuously monitored
employing this microscope. Finally, these fluorescent images were
cropped and the intensity values were procured using Photoshop
CC2018 (Adobe) software.

AFM Imaging and Force Spectroscopy. The atomic force
microscopy (AFM) technique (JPK NanoWizard 4, JPK Instruments
AG, Germany) was employed to acquire the surface topography at
nanoscale resolution along with force spectroscopy to check the
number and thickness of the lipid bilayers or the breakthrough force
of the lipid bilayers. All of these measurements were done in NaCl
(150 mM, pH 7 ± 0.3) aqueous solution at specific temperatures
(45−24 °C) discussed in this study. Quantitative imaging mode was
used to acquire the topography of the surfaces. V-shaped silicon tips
(SNL-10 probes; Bruker) were used. The thermal noise method was
employed to measure the spring constant of the cantilever, which was
∼0.30 N m−1. During the force vs distance measurements, a constant
velocity of 100 nm s−1 was applied for the approach and retraction of
the piezoelectric actuator. JPK SPM-Data processing software was
used to analyze all of the AFM data collected.

Electrochemical Impedance Spectroscopy. All of the electro-
chemical impedance spectroscopy (EIS) measurements were
performed using a potentiostat (model: SP-300, Bio-Logic Science
Instruments, France). As depicted in Figure 1, a three-electrode
electrochemical system (EC cell) was used for the impedance and
capacitance measurements. A silicon wafer, with the same
specifications as mentioned in Materials section, was used as a
working electrode. Ag/AgCl was used as a reference electrode, and a
Pt ring (diameter ∼1.7 cm) was used as a counter electrode.
Impedance spectra of the bare Si substrate were recorded as a control
experiment prior to the actual impedance measurement of the
samples. For the impedance and capacitance data processing, EC-Lab
software was used, by fitting the equivalent circuits to the data.

Figure 1. Schematic illustration of the experimental system. (A) Schematic illustration of the temperature-controlled electrochemical cell, which
was used for electrochemical measurements, as well as for AFM and fluorescence imaging. (B) Schematic illustration of the lipid bilayer that was
prepared on heavily doped silicon wafer (1020 P atoms cm−3). Throughout the paper, two different lipid compositions were used, namely, 0.25 mM
DMPC (zwitterion) + 0.25 mM DMTAP (positively charged) + 1 mol % Rhod-PE (fluorescent lipid) with or without 0.5 mM cholesterol.
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■ RESULTS AND DISCUSSION
Effect of Temperature on Resistivity and Capacitance

of Supported Lipid Bilayers. In this section, we discuss the
effect of temperature on the lipid bilayer resistivity, RLB (kΩ
cm2), and capacitance, CLB (μF cm−2), as measured by
electrochemical impedance spectroscopy. All of the experi-
ments were conducted in 150 mM NaCl, at pH 7 ± 0.3,
aqueous solution. As depicted in Figure 2A, two lipid mixtures

were studied: (1) 1:1:2 mol ratio of DMPC (zwitterionic)/
DMTAP (positively charged)/cholesterol (i.e., 50 mol %
cholesterol) or (2) 1:1:0 mol ratio (i.e., no cholesterol).
Detailed description of the preparation of the supported lipid
bilayers is provided in the Materials and Methods.
Figure 2B shows a typical Bode plot, Z( f), which depicts the

impedance of the supported lipid bilayer on the silicon wafer vs
frequency at constant temperature, T. The equivalent electrical
circuit in Figure 2B was fitted to each Bode plot to calculate
RLB and CLB at each temperature. More details about
electrochemical measurements of supported lipid bilayer

resistivity and capacitance can be found elsewhere.22,23 Finally,
RLB (T) and CLB (T) are summarized in Figure 2C,D.
Figure 2C shows that upon slow cooling (−0.4 °C min−1),

RLB increased for both lipid mixtures. However, when the lipid
bilayers were cooled down rapidly (faster than −10 °C min−1),
RLB reduced to zero and did not increase with time for the lipid
bilayers without cholesterol. On the other hand, after rapid
cooling of the lipid bilayers with cholesterol, RLB increased
with time, and it reached a similar value as measured after slow
cooling. Importantly, for both lipid mixtures, the effect of
temperature on RLB was reversible, except for the case of lipid
bilayers without cholesterol after rapid cooling. For that
specific case, RLB did not recover with time, not even after
heating the sample back to 45 °C and cooling it slowly to 24
°C.
Figure 2D shows the effect of temperature on CLB. In the

case of the lipid bilayers with cholesterol, CLB monotonically
decreased as the lipid bilayers were cooled down slowly from
45 to 24 °C. On the other hand, for the lipid bilayers without
cholesterol, CLB initially decreased and then increased when
the temperature went below ∼37 °C, which is the temperature
of liquid-to-solid phase transition for the 1:1 mol ratio DMPC/
DMTAP.24

Figure 2E depicts the calculated RLB and CLB at different
temperatures. As elaborated in the Supporting Information,
based on the Boltzmann distribution, RLB is proportional to
exp(ΔE/kT), where k is the Boltzmann constant, T is the
absolute temperature, and ΔE is the energy change as an ion is
transferred from an aqueous environment to the center of the
hydrophobic core of an uncharged lipid bilayer, which is given
by25
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where e is the charge of an electron; ϵ0 is the vacuum
permittivity; ϵLB and ϵW are the dielectric constants of the lipid
bilayer and the water, respectively; a is the radius of an ion;
and h is the thickness of the lipid bilayer. Note that the 1st
term of eq 1 is the solvation energy (Born energy) of an ion
that is transferred from ϵW to ϵLB, whereas the 2nd term is due
to the presence of high dielectric constant in the vicinity of the
ion when it is at the center of a thin infinite layer, such as a
lipid bilayer.26

The effect of T on the dielectric constant of water can be
approximated by27

ϵ = − + ×

− × °
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−
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Assuming that the bilayers do not undergo phase transition,
and based on previous X-ray studies,18 the effect of T on the
lipid bilayer thickness can be approximated by a linear
correlation

= − Δh T h a T( ) 0 T (3)

where h0 is the thickness of the bilayer at a reference
temperature and αT is the vertical (height) thermal expansion/
contraction coefficient, and it is assumed to be constant.
Unfortunately, the effect of temperature on ϵLB is not easy to

predict even if the lipid bilayers do not undergo a phase
transition. There are two contradicting trends that affect ϵLB as

Figure 2. Measurements and calculation of the lipid bilayer resistivity,
RLB, and capacitance, CLB, at different temperatures. (A) Schematic
illustration of the experimental system. More details can be found in
Figure 1. Each impedance vs frequency and phase shift vs frequency
plot, Z( f) (Z = Vab/Iab) and φ( f) (Bode plot), was measured at
constant temperature. (B) Example of a typical Bode plot that was
measured at T = 33 °C during slow cooling of lipid bilayers with 50
mol % cholesterol. The empty squares are the measured data points,
and the continuous curves are calculated Z and φ based on the
equivalent electronic circuit (also shown in the panel) that was used
to calculate RLB and CLB. Each data point in (C) and (D) is based on a
Bode plot. (C) RLB (T) for lipid bilayers with or without 50 mol %
cholesterol, and the effect of slow (−0.4 °C min−1) or fast cooling
(<−10 °C min−1). (D) CLB (T) and the effect of cooling rate. The
error bars represent the standard deviation of three independent
experiments (different lipid bilayers). The dashed lines in (C) and
(D) are guidelines (not models). (E) Continuous curves are the
calculated RLB and CLB for different ϵLB values based on eqs 4 and 5.
The data points correspond to lipid bilayers with 50 mol %
cholesterol upon slow cooling, as shown in (C) and (D).
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the temperature changes. On one hand, as the lipid area
decreases upon cooling, ϵLB is expected to decrease by pushing
water molecules (high dielectric constant) out of the bilayer.
On the other hand, in general, decrease in temperature
increases the dielectric constant of organic molecules (see
Figure 8.1 in ref 28). It is not clear which trend dominates the
changes of ϵLB; therefore, as a first-order approximation, it was
assumed that ϵLB remains roughly constant with T.
Considering eqs 1 to 3, the overall effect of temperature on

RLB can be approximated by

=
( )
( )R T

R T
( )
( )

exp

exp

E T
kT

E T
kT

LB

LB 0

( )

( )0
(4)

where RLB (T0) is the resistivity of the lipid bilayer at a
reference temperature, T0.
Finally, the capacitance per area (μF cm−2) of the lipid

bilayers is given by

=
ϵ ϵ

C T
h

( )LB
0 LB

(5)

Figure 2E shows the calculated RLB and CLB based on eqs 4 and
5 for two different ϵLB values as indicated in the figure. For
these calculations, it was assumed that a = 0.2 nm (roughly the
size of Na+ and Cl−), aT ∼ 0.03 nm °C−1, and h0 = 4.7 nm at
T0 = 45 °C, where the values of aT and h0 were fitted to the
data; yet, their values are within the range of previous
publications.18 Based on Figure 2E, it appears that changes in
ϵW and h with temperature are enough to reproduce the
measured changes in RLB and CLB upon slow cooling of the
lipid bilayers with cholesterol. In addition, for ϵLB = 4.9, the
absolute values of the calculated results commensurate with
the measured results for the lipids bilayers with cholesterol
upon slow cooling (data points in Figure 2E).
Importantly, based on Figure 2E, for the lipid bilayers

without cholesterol or for fast cooling of both lipid mixtures,
there is a discrepancy between the trend of the calculated CLB
and the measured values. According to eq 5, CLB should
monotonically decrease as the lipid bilayers are cooled, and the
trend of the measured CLB was not monotonic. It is most likely
that this discrepancy was due to the phase transition that the
studied lipid bilayers without cholesterol underwent at 36.7
°C, namely, from a liquid phase above 36.7 °C to a gel-like
phase below 36.7 °C.24 At a liquid-like phase, the hydrocarbon
lipid tails are disordered, i.e., they are not stretched, which
decreases the thickness of the lipid bilayers. On the other hand,
in a gel-like phase, the hydrocarbon lipid tails are ordered
(stretched), which increases the bilayer thickness. Thus, the
phase transition imposes a thickness change, which is not
considered in eq 3. In addition, thermal changes involve the
reorganization of a large number of lipids. As elaborated in the
next section, it is likely that during fast temperature changes,
there is not enough time for the lipids to reach their optimal
conformation.
Interestingly, however, it appears that ∼10% changes in the

lipid bilayer height, h (from 4.7 nm at 45 °C to 5.3 nm at 24
°C), together with the effect of temperature on the dielectric
constant of water, ϵW, are enough to increase RLB by a factor of
7. As demonstrated in Figure 2E, for lipid membranes, where
ϵLB = 3, which can be the case of lipids with longer
hydrophobic chains (e.g., 16 or 18 carbons), the effect of

temperature on RLB is expected to be significantly higher
(factor of 30).

Effect of Temperature on the Areal Expansion and
Contraction of Supported Lipid Bilayers. Other than the
changes in the lipid bilayer height, h, as discussed in the
previous section, the average area of a single lipid, A, also
changes with temperature. For instance, based on X-ray
studies,18 A can contract by ∼10% when lipid bilayers are
cooled down from 45 to 24 °C. In this section, we discuss the
lateral reorganization of supported lipid bilayers as the
temperature changes, which can allow areal expansion and
contraction without generating damages in the lipid bilayers.
Figure 3A,B shows AFM topography images of supported

lipid bilayers without cholesterol at 45 and 25 °C, respectively,

and Figure 3C,D shows the topography of lipid bilayers with
cholesterol at the same temperatures. Evidently, the con-
traction of the lipid bilayer area during the cooling process
generated holes in the lipid bilayers without cholesterol. The
formation of holes in lipid bilayers at low temperatures was
reported before.29 On the other hand, in the case of the lipid
bilayers with cholesterol, the lipid bilayers could contract and
expand without generating defects/holes.
To shed light on how the lipid bilayers with the cholesterol

can thermally expand and contract without generating holes,
fluorescence images and AFM scans were acquired. Typical
images of lipid bilayers with cholesterol at different temper-
atures are shown in Figure 4. Similar images of supported lipid
bilayers without cholesterol are shown in Figure S1
(Supporting Information).
The fluorescence image in Figure 4A reveals three different

levels of fluorescence, which can be interpreted as follows: (1)
the homogeneous fluorescence throughout the image corre-
sponds to the 1st lipid bilayer (see panel C) that covers the
entire surface; (2) the brighter objects that are shown in the

Figure 3. AFM topography images showing the effect of cooling on
the continuity of the lipid bilayers. Lipid bilayer without cholesterol
(A) at 45 °C and (B) at 25 °C. Lipid bilayer with 50 mol %
cholesterol (C) at 45 °C and (D) at 25 °C. Holes formed in the
bilayers without cholesterol regardless of the cooling rate, whereas no
holes were detected in the bilayers with cholesterol. The phase
transition for the DMPC/DMTAP mixture (50:50) takes place at
36.7 °C.24 The addition of cholesterol prevents the phase transition at
this temperature range.30
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inset correspond to a 2nd lipid bilayer that covers parts of the
surface; and finally, (3) the brightest objects are intact vesicles
that adsorbed onto the surface.
Figure 4B shows that the fluorescence of 2nd lipid bilayer

faded out or completely disappeared as the temperature
decreased from 45 °C (intensity was 47 ± 6 au) to 24 °C (43
± 5 au). Note, however, that the average fluorescence intensity
remained similar as the temperature decreased, i.e., the average
lipid density per area, which included the 2nd lipid bilayers,
remained the same. As will be discussed in the next section, the
conservation of the average lipid density is crucial to maintain
the continuity of lipid bilayers, as well as to increase RLB and
decrease CLB as the temperature gradually decreases. We note
that the fluorescence intensity of the 2nd lipid bilayer
recovered when the temperature was increased back to 45 °C.
To shed light on how the average lipid density is conserved

as the temperature changes, AFM images were acquired. Figure
4D shows a topography image of the 1st and the 2nd lipid
bilayer at 30 °C. As the lipid bilayer was cooled down to 24 °C,
the 2nd lipid bilayer contracted, as shown in Figure 4E, from
∼46 to ∼30 μm2. This corresponds to 34% areal contraction,
which is significantly more than the 3% areal contraction that is
expected for this temperature change based on previous X-ray
measurements.18

Then, when the lipid bilayer was heated to 36 °C and then
to 45 °C, the 2nd lipid bilayer expanded significantly from ∼42
to ∼149 μm2, as shown in Figure 4F,G. This is a 255% areal
expansion. Finally, Figure 4H shows force vs distance curves as
the AFM probe approached the silicon substrate. These force
vs distance curves were acquired at the specific locations as
indicted in Figure 4G. These force vs distance curves clearly
show the probe’s penetration into the 1st (red curve) and the
2nd lipid bilayer.

Importantly, based on the AFM and fluorescence images in
Figure 4, it appears that the 2nd lipid bilayer contracted and
expanded as the temperature decreased and increased
significantly more than the expected thermal expansion at
this range of temperature. In the next section, we propose a
molecular mechanism that explains this large expansion and
contraction of the 2nd lipid bilayer, as well as the lateral
reorganization of the supported lipid bilayer as the temperature
changes.

Qualitative Description of the Effect of Thermal Areal
Contraction and Expansion on the Continuity of
Supported Lipid Bilayers. Figure 5 illustrates a proposed a

qualitative molecular mechanism by which the average lipid
area, A, can contract or expand without generating holes in the
lipid bilayer. According to this mechanism, during the first
steps of the self-assembly of the supported lipid bilayer via the
vesicle fusion mechanism (Figure 5A), vesicles adsorb onto the
surface, flatten, rupture, and eventually form a lipid bilayer on
the surface.14,31 Importantly, some vesicles do not rupture
during the self-assembly process; instead, they remain flattened
on the surface. As shown in B, some of these flat vesicles can
create a 2nd lipid bilayer that is fused to the 1st lipid bilayer.
Other vesicles can flatten and remain separated from the 1st
lipid bilayer.
As the temperature decreases, the macroscopic area of the

lipid bilayer contracts. As mentioned in the previous section,
this areal contraction can be ∼10%, and it can generate holes
in the lipid bilayers, thereby increasing the lipid bilayer energy
by exposing the hydrophobic core to the aqueous solution.
Alternatively, to compensate for the contracted area and avoid

Figure 4. Fluorescence and AFM topography images of the lipid
bilayer with 50 mol % cholesterol captured at different temperatures.
Fluorescence image at (A) 45 °C and (B) 24 °C of the same area. The
average fluorescence intensity was similar at different temperatures,
but the heterogeneity (standard deviation) decreased as the sample
lipid bilayer was cooled. The insets show that the bright objects,
which were the 2nd lipid bilayer (see C), disappeared upon cooling
and reappeared (sometimes at different locations) upon heating. AFM
topography images showing that the 2nd lipid bilayer (D, E)
contracted upon cooling and (F, G) expanded upon heating. (H)
Force vs distance curves revealing the existence of the 1st and the 2nd
lipid bilayers, as illustrated in (C).

Figure 5. Proposed mechanism of the vertical and lateral changes that
lipid bilayers undergo upon fast and slow temperature changes. (A)
Vesicles initially can adhere to the surface, rupture, and form a
continuous lipid bilayer on the surface. (B) Parts of the supported
lipid membrane can consist of a 2nd lipid bilayer that is fused to the
supported lipid bilayer (B′), flattened isolated vesicles (not
illustrated), or several lipid bilayers (not illustrated). When the
temperature decreases, the average area of a single lipid decreases, and
thus the macroscopic lipid bilayer area contracts. (C, C′) If the rate of
the lipid diffusion is faster than the rate of the bilayer area contraction
(slow cooling), the lipids have time to reach the optimal area for the
given temperature. (D) However, if the lipid diffusion rate is slower
that the rate of the bilayer area contractions (fast cooling), defects
(D′) and holes will form.
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increase in energy due to the holes, lipids can diffuse from the
2nd to the 1st lipid bilayer. If the contraction rate
(proportional to the cooling rate) is slower than the diffusion
rate, the lipids have enough time to reorganize and diffuse from
the 2nd lipid bilayer to the 1st, thereby preventing the
formation of defects and holes in the bilayer. This was the case
for the lipid bilayers with cholesterol during the slow cooling
process. The cholesterol prevented the lipid bilayer from
transforming into a gel phase and thus the lipid diffusion
remained relatively fast, even at 24 °C.
However, during fast cooling, the lipids do not have time to

diffuse from the 2nd to the 1st lipid bilayer and defects and
holes are expected to form. This was the case of the lipid
bilayers without cholesterol. Below 36.7 °C, the specific lipid
mixture transitions to a gel phase.24 Typically, the diffusion
coefficient of the lipid within lipid bilayers decreases by 2−3
orders of magnitude as the lipid bilayer transitions from a
liquid (disordered) to a gel (ordered) phase.30 The slow
diffusion of the lipids in the gel phase slows down the
reorganization of the lipids and thus defects and holes can
form.
As discussed in the previous section, and according to the

mechanism described in this section, the 2nd lipid bilayer is
expected to expand and contract significantly more than 10%,
since it needs to compensate for the areal changes of the 1st
lipid bilayer as well.

■ CONCLUSIONS
Here, we studied the effects of temperature changes on lateral
and vertical reorganization of lipids in supported lipid bilayers
and the implications of this reorganization on the resistivity
and capacitance of lipid bilayers. In our study, we focused on
two lipid mixtures that consisted of DMPC and DMTAP with
or without cholesterol. These lipid mixtures are known to form
a continuous lipid bilayer on negatively charged smooth
hydrophilic surfaces, such as silicon wafers, where the top layer
is silica.14

In general, we found that the resistivity of lipid bilayers
increases and the capacitance decreases as the temperature
decreases. We theoretically reproduced these trends by
considering the changes in the dielectric constant of water
and changes in lipid bilayer thickness as temperature changes.
However, experimentally, these trends only occur when the
cooling rate is slower than the diffusion rate of the lipids in the
lipid bilayer, which is −0.4 °C min−1 for the specific lipid
mixture that was studied. On the other hand, for fast cooling,
faster than −10 °C min−1, or when the lipid bilayers undergo
phase transition, from liquid to gel-like (diffusion coefficient
decreases dramatically), the lipids do not have enough time to
reorganize and defects in the lipid bilayer may form. These
defects diminish the resistivity and capacitance of the
supported lipid bilayers upon cooling. As demonstrated
experimentally, one way to avoid damaging the lipid bilayer
during temperature changes is by adding cholesterol to the
lipid bilayers. Cholesterol prevents the phase transition of the
lipid bilayer in the entire temperature range that was studied
(24−45 °C).
We also found that the thermal lateral expansion and

contraction of the lipid bilayer are compensated by diffusion of
lipids from or to the 2nd lipid bilayer that forms during the
self-assembly of the supported lipid bilayer. This 2nd lipid
bilayer acts as a lipid reservoir that can supply or store lipids as
the lipid density of the 1st (“main”) lipid bilayer changes.

Finally, in general, at a certain temperature range, which may
change from one lipid mixture to another, the thickness of lipid
bilayers increases and the average area of a single lipid in lipid
bilayers decreases as temperature decreases (illustrated in
Figure 5B″,C′), and vice versa as temperature increases. Since
these are the general trends, we expect our conclusions to be
valid for lipid bilayers that consist of other lipids or lipidlike
(e.g., block copolymers) molecules.
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The present work introduces partially reduced graphene oxide (pRGO)-silica (SiO2) particles hybrid system
(pRGOSHs) for sensitive and cost effective free cholesterol detection. Fabricated out of thin layers of pRGOSHs,
these proposed ChOx/pRGOSHs/ITO based biosensors have a detection range of 2.6–15.5 mMwith an appreciable
detection limit of 1.3 mM and sensitivity of 11.1 μA/mM/cm2. Low Michaelis–Menten constant (Km)
(4.9 × 10−4 mM) and high diffusivity constant (D) (3.2 × 10−10 cm2/s) values clearly indicate enhanced immobili-
zation of enzyme over the substrate. Additionally, electrochemical impedance studies indicate that the synergistic
combination of SiO2 and pRGO also results in much lower impedance values (40% and 18% decrease in comparison
to SiO2 and pRGO respectively) for an overall enhanced sensing performance. These results are further corroborated
by the density functional theory based theoretical simulations indicating enhanced electron density (theoretically)
in case of the proposed hybrid system. Finally, the present work also highlights the importance of Si–OH bonds
formation in the proposed pRGOSHs composite system for attaining such enhanced biosensing ability.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Cholesterol, a waxy steroid metabolite, is a direct indicator for
hypertension,myocardial infarction and arteriosclerosis in human beings.
Less than 200 mg dL−1 (5.17 mM) of cholesterol (serum part) in the
humanblood plasma is considered normal, however, higher levels of cho-
lesterol leads to Hypercholesterolemia, a common issue owing to the
present generation's eating habits [1]. Hypercholesterolemia leads to the
nucleation of deadliest cardiovascular, coronary diseases and in extreme
cases culminates into transient ischemic heart attacks [2]. Thus, close
monitoring of cholesterol in food and blood using efficient, accurate and
economic techniques has remained an active research area. Down this
line chemical/colorimetric method, spectrophotometry, thin layer chro-
matography, gas–liquid chromatography, fluorimetric method, polaro-
graphic method and gas chromatography/mass spectrometry and
electrochemical sensing have all been used for cholesterol detection [3].

Among these, electrochemical sensing route has gained much attention
owing to its highportability, sensitivity, efficiency andaccuracy. Thus con-
stant efforts are being put in to find better materials for fabricating elec-
trochemical electrodes which have better affinity towards bioanalytes
and result in higher efficiency and improved response time [4].

Nanomaterials based electrochemical electrodes have shown tre-
mendous potential with high sensitivity, selectivity and signal to
noise ratio, owing to their high surface area andunique electro-chemical
nature [5,6]. Among the various metallic and non-metallic nanomaterials
employed for electrode fabrication, silica nanoparticles have gainedmuch
attention in recent past. With unique properties, such as porosity, large
surface areas and pore volumes allowing better loading of reactive mole-
cules per particle, good biocompatibility and low cytotoxicity; silica nano-
particles had already made their mark for therapeutic applications [7–9].
However, the potential of these economic mesoporous nanoparticles for
sensing purposes was discovered once they were produced via the sol–
gel technique [10], which showcased improved response time and
detection limit [11–13]. However, thesewormhole-like porous structured
sol–gel synthesized silica nanoparticles are limited by low conductivity
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and diffusivity, a clear motivation for combining them with a conducting
base material to form a composite material.

In the near past, graphene oxide (GO) based electrodes have also
shown enhanced electrochemical activities for detection of various
bioanalytes including DNA, enzyme and protein [14–16]. This is owing
to GO's high 2-D surface area and abundant functional groups promot-
ing enhanced immobilization of bioanalytes. Further, the electrochemi-
cal performance of GO has been seen to improve on synergistically
combining with metal and metal oxide nanoparticles. By way of exam-
ples, Au/GO [17,18] combination for H2O2 and uric acid detection, GO/
SiO2 for urea detection [19], Pt/GO [20,21] for H2O2 sensing and catalytic
reduction and Pd/GO [22,23] has been used for detecting chlorophenols,
hydroquinone (HQ) and catechol (CC). Although appreciated for its
sensing performance, especially its high loading capacity, the efficacy
of GO composites is often questioned for its unbalanced conductivity.
Completely reducingGO to formplanar sp2 hybridized reduced graphene
oxide with good conductivity not only makes the material insoluble but
also adversely effects the loading capacity due to complete loss in of
functional groups. Therefore, the solution lies in partial restoration of
the sp2 hybridized network by mild reduction of GO thereby attaining
conductivity, while simultaneously retaining some functional groups
crucial for electrochemical sensing [24]. New to the biosensing domain,
this balanced material known as partially reduced graphene oxides
(pRGO), has proven its worth in the recent times [25,26].

Thus, with a better base material at hand (pRGO) having balanced
conductivity and functional groups, and a clearmotivation of combining
SiO2 nanoparticles (having enough hydroxyl functional group –OH)
with a conductingmaterial, the presentwork investigates the pRGO-silica
nanoparticles composite as a sensing platform. The composite resolves
the conductivity problems associated with SiO2 nanoparticles, while
uses their high porosity, biocompatibility and catalytic activity, by syner-
gistically combining it with pRGO for enhanced biosensing performance.
Further, these pRGO-silica nanoparticles composites are fabricated using
a facile, fast and reproducible synthesis route, which is both economical,
owing to easily available inexpensive silica, and ecological, owing to
zero hazardous by products generation.

2. Experimental

2.1. Materials

Graphite flakes (NGS Naturgraphit GmbH, Germany), TEOS {Si
(OC2H5)4}, (Aldrich, purity ≥99% with trace metal basis), H2SO4, H3PO4,
KMnO4, H2O2, 1-ethyl-3-(−3-dimethylaminopropyl) carbodiimide
hydrochloride (EDC), N-hydroxysuccinimide (NHS), hydrazine hydrate,
ammonia solution, ethanol, etc. used were of analytical reagent grade.
All the other chemicals employed for the fabrication of cholesterol biosen-
sor, namely, cholesterol oxidase (ChOx), cholesterol, etc. were procured
from Sigma-Aldrich.

2.2. Synthesis of GO and silica particles

Specifically, GOwas prepared by the improvedmethod proposed by
Marcano et al. [27]. Briefly, a 9:1 combination of concentrated H2SO4/
H3PO4 (240/26.7 mL) was added to 2 g of graphite flakes and 12 g of
KMnO4. The reaction mixture was then stirred for 12 h at a constant
temperature of 50 °C. Finally this reaction was quenched by addition
of ~270 mL of ice alongwith 2 mL of 30% H2O2. The as obtained yellow-
ish slurry mixture was then shifted, centrifuged and filtered. The filtrate
thus obtained was washed with 30% HCl and distilled water several
times, until pH ~7 was achieved. At the end it was dried at 70 °C to
procure the required solid GO.

The well-known Stober's method was employed for the production
of uniform silica particles [28]. In short, in a round bottom flask, 75 mL
of ethanol (98%) was taken and 7 mL of ammonia solution was added
to it. The pH of the solution was adjusted ~12. This solution was then

stirred for about 20min. Under continuous stirring, the sol–gel reaction
was initiated by adding 1.5 mL of TEOS to the above solution. The
temperature was maintained at ~55 °C for 1 h and the stirring was
continued for additional 3 h. The as obtained solution was then centri-
fuged at a speed of 3000 rpm for 15 min, followed by washing with
ethanol and then drying in an oven at 80 °C. Finally, the white solid
product obtained was used for further measurements.

2.3. Production of pRGO and SiO2 decorated pRGO hybrid system (pRGOSHs)

100 mg of as-synthesized GO was well dispersed in 100 mL of dis-
tilled water (DW) by ultrasonication. This was done in order to restrict
the GO sheets to single or few layers, with increased interlayer spacing.
Further, pH of above dispersion was crucially adjusted to 10, by adding
few drops of ammonia solution. To this dispersion, 300 μL of hydrazine
hydrate (10 mg of silica particles dispersion was additionally added for
the production of pRGOSHs) was added for the partial reduction while
maintaining the temperature at 75 °C. Ultrasonication was done for an
hour, followed by subsequent stirring for 3 h at 80 °C. The corollary
was the partial reduction of GO to form pRGO (pRGOSHs). As the final
step, this solution was washed several times and dried overnight at
70 °C.

2.4. Fabrication of pRGO and pRGOSHs thin film electrodes

The formation of both pRGO as well as pRGOSHs thin films over in-
dium tin oxide (ITO) electrodes was achieved by electrophoretic depo-
sition (EPD) technique {Fig. 3(a)}. In this, 10 mL colloidal solutions of
pRGO and pRGOSHs (3 mg dL−1) in acetonitrile were taken in two-
electrode glass cell. A platinum foil of 1 × 2 cmwas used as the counter
electrode, while a well cleaned ITO-coated glass substrate of recorded
sheet resistance of 30 Ω cm−1 was taken as the working electrode.
These electrodes were positioned parallel to each other, separated by a
distance of 1 cm. Film deposition over ITO-coated glass plate (0.25 cm2)
was accomplished by applying a DC voltage of 150 V for 45 s, in the
case of pRGO and 50 V for 2 min, in the case of pRGOSHs. Further, about
10−5–10−4 M of Mg (NO3)2·6H2O was added as an electrolyte into the
colloidal suspension, in order to create surface charge on both pRGO as
well as pRGOSHs, which is essential for successful EPD. Finally, these
electrodes were removed from the suspension, followed by thorough
washing with deionized water and subsequent drying.

2.5. Solution preparation and fabrication of bioelectrodes

600mg dL−1 (15.54mM) of cholesterol stock solutionwas prepared
in a heat bath maintained at 60 °C. Typically, cholesterol was dissolved
in a flask (kept on heat bath) containing Triton X-100. This solution
was further dilutedwith 0.02MPBS solution (pH 7.0) formaking differ-
ent cholesterol concentrations (50 to 600 mg dL−1). The EDC-NHS
chemistry was applied on both pRGO and pRGOSHs electrodes to acti-
vate the COOH groups, prior to the immobilization of ChOx. For the im-
mobilization of ChOx on pRGO/ITO and pRGOSHs/ITO electrodes, 5 μL of
ChOx (1 mg dL−1) (Cholesterol oxidase (EC1.1.3.6 ≥50 U mg−1)) was
uniformly spread over these electrodes. After 4 h, the ChOx-pRGOSHs/
ITO and ChOx-pRGO/ITO bioelectrodes were rinsed with PBS to remove
any unbound ChOx and stored at 4°°C when not in use.

2.6. Characterization

pRGO, SiO2 and pRGOSHs composites were characterized by X-ray
diffraction (XRD) technique (Rigaku miniflex-II diffractometer at 30 kV,
15 mA). The wavelength of Cu-Kα1 radiation (λ = 1.5405 Å) was used
for obtaining the XRD pattern. Surface morphology was investigated
using scanning electron microscopy (SEM), employing JEOL — Model
JSM6300F-SEM. Transmission electron microscopic (TEM) characteriza-
tion was done using FEI Tecnai-G2 electron microscope. Further,
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molecular structures of the materials were investigated using Fouri-
er transform infrared (FT–IR) spectroscopy (Perkin Elmer Spectrum
65, FT–IR spectrometer). Additionally, UV–vis measurements were
carried out with a Cary 5000 UV–vis absorption spectrometer from
Varian, employing the double beam mode. Raman spectroscopic
measurement was carried out using Horiba Raman System using
480 nm laser source. Electrochemical studies related to cholesterol
detection and electrochemical impedance spectroscopy (EIS) exper-
iments were performed with a CHI-660C workstation (CH instru-
ments, USA). Cyclic voltammetry (CV) measurements were carried
out using a three electrode cell (Fig. 3) with ChOx/pRGO/ITO and
ChOx/pRGOSHs/ITO bioelectrodes as the working electrodes, plati-
num as the counter electrode, and Ag/AgCl electrode as a reference
electrode in 50 mM phosphate buffer saline (PBS) of pH 7.0 contain-
ing 5 mM of [Fe(CN)6]3−/4−. EIS was analyzed between the frequen-
cy range 100 kHz to 1 Hz using 5 mV amplitude with an applied
potential of 0.2 V.

3. Results and discussion

3.1. Structural studies

The XRD pattern of the as-synthesized samples, namely GO, pRGO,
SiO2 particles and pRGOSHs composites are presented in Fig. S1 (Sup-
plementary material). GO shows a strong diffraction peak centered at
~11° (Fig. S1a), which corresponds to the (002) reflection plane and a
d-spacing of ~8.0 Ǻ. The turbostatic band of disordered carbonmaterial
can be noticed from theweak and broad band around 42° {(100) reflec-
tion}. The most prominent diffraction peak of pRGO (Fig. S1b) is
observed at ~24. 5° (002), while the second strongest peak is
observed around 11° (002), attesting the characteristic band of GO.
The presence of prominent RGOpeak and less intense GO peak confirms
partial reduction of GO towards RGO. The interlayer spacing (d-spacing)
is calculated as 3.6 Ǻ for the 2θ value (24.5°). This value matches with
the well-known XRD peak of RGO [29]. Silica particles show a broad

strong peak at ~22.3° (Fig. S1c), owing to their well-known amorphous
nature. Further in case of pRGOSHs (Fig. S1d), a strong peak centered at
~25.6° (corresponding to a d-spacing of 3.4 Ǻ) is observed. This broad
peak is a collective spectral signature from both pRGO as well as SiO2

particles. The peak around 10.2° is assigned to the (002) plane of GO
in pRGOSHs.

SEM images of the pRGO, SiO2 particles and pRGOSHs have been
shown in Figs. 1(a) to (d). Fig. 1(a) reveals the formation of pRGO sheets
with good uniformity, extending to several micrometers. Here the
thickness is probably of typical molecular dimensions and the lateral
dimensions are ranging from nanometers to several micrometers.
Further, there are many wrinkles on the pRGO surfaces. The defects in
the carbon lattice, due to the remnants of the epoxy reaction strings
and other functional groups, provide an explanation for such wrinkles.
Fig. 1(b) shows the micrograph of SiO2 particles, uniformly distributed
over a baronial range. This image reveals the formation of SiO2 particles
with very narrow size distribution of ~300 nm. The cross-sectional view
of the pRGOSHs is shown in Fig. 1(c), which further clarifies the uniform
loading of SiO2 particles over all of the pRGO layers, including cavities
and defects. The Fig. 1(d) shows clearer picture of distinct pRGO sheets,
loaded with wrinkles and embellished with silica particles of narrow
size distribution. Transmission electron microscopy (TEM) images
further support the observationmade through SEM and the SAED pattern
of SiO2 particles, confirming its amorphous characteristics (See Figure S2
in the supporting information).

Raman spectroscopy is a ubiquitously practiced technique for
distinguishing between sp2 and sp3 hybridization in carbonaceous
materials [30]. The two main characteristic Raman bands, observed
in almost all carbon-based materials, are the G-band and the D-
band. The Raman spectra of pRGO and pRGOSHs are shown in Fig. 2.

Here the pRGO sheets showprominent characteristic D band at 1356
and G band at 1584 cm−1. Further the 2D band at 2695 cm−1 is also
well resolved in the same spectrum. This observed 2D band, which is
prominent in reduced form of graphene oxide, supports the partial re-
duction of GO to pRGO. In case of pRGOSHs, well resolved prominent

Fig. 1. SEM images of (a) pRGO nanosheets; (b) Silica particles with average size distribution of ~300 nm; (c) Cross-sectional view of pRGOSHs where silica particles are enveloped by
pRGO sheets; (d) pRGOSHs in lateral dimension revealing good decoration of silica particles in between the sheets, opening up valuable space for enhanced immobilization of enzymes.
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Raman peak of both pRGO as well as of SiO2 particles were obtained.
Silica particle's characteristics are inferred from the bands around 495
and 620 cm−1, which are referred to as D1 and D2, respectively. These
are attributed to the symmetric oxygen ring breathing vibrations of
regular four-membered (D1) and three-membered (D2) silica rings.
Further, the Si–OH vibrations were observed at around 1000 cm−1

(Also discussed in FTIR spectrum, Supplementary material) which
play a crucial role in empowering the SiO2 particles for the enhanced
biocompatibility and catalytic effect by providing links enabling
enhanced charge transfer while maintaining better physical stability [31].

3.2. Electrochemical studies

Scheme 1 represents the electrochemical sensing set up used for
cholesterol sensing. Part (a) and (b) denotes the EPD set up and thin
film formation where as part (c) in the same figure shows the covalent

immobilization of ChOx onto pRGOSHs/ITO via EDC–NHS coupling
chemistry. Part (d) denotes the three electrode electrochemical cell,
(e) is the electrochemical instrumentation part (f) represents the
computer interface for the output signal.

3.2.1. Electrochemical characterization of electrodes
CV measurements have been carried out to characterize the elec-

trochemical activities of the fabricated electrodes (pRGO, SiO2 and
pRGSHs). Fig. 3A represents cyclic voltammogram of pRGO/ITO,
SiO2/ITO and pRGOSHs/ITO electrodes, in PBS (pH ~ 7) containing
5 mM [Fe(CN)6]3−/4−. An oxidation peak current measuring 13.12 μA
is observed for pRGO/ITO electrode, which increases to 24.0 μA when
measured for SiO2. It was observed that magnitude of the peak current
enhanced to 30.7 μA in case of pRGOSHs/ITO electrode. The higher value
of current obtained for pRGOSHs/ITO is due to the synergistically
improved electro catalytic activity of pRGO and SiO2 in pRGOSHs. The
CV of ChOx/pRGOSHs/ITO shows a current of 27.8 μA, which is less
than the pRGOSHs/ITO current (30.7 μA) that may be attributed to
macro molecular and insulating nature of the covalently attached ChOx
molecules.

Electrochemical impedance is encountered when the current flows
through a circuit consisting of resistors and capacitors or inductors.
The Randles circuit [Inset Fig.3B] is an equivalent circuit which can be
used to measure the electrochemical impedance composed of solution
resistance RS in series with Rct (charge transfer resistance) in parallel
combination of the double-layer capacitance Cdl or constant phase
element (CPE) [32]. Fig. 3B shows the Nyquist plot used to find the RCT

for all the four electrodes. The magnitude of the RCT (identified through
the semicircle diameter) is correlated to the dielectric and insulating
features across the electrode/electrolyte interface. It is observed that
the SiO2 particles show a RCT value of 375 Ω, whereas, pRGO shows
225Ω. In case of the hybrid pRGOSHs, the RCT value is further decreased
to 185 Ω denoted by the smallest semi-circle. This can be attributed to
the faster charge transfer kinetics of pRGOSHs/ITO as compared to
SiO2/ITO and pRGO/ITO followed by a higher separation efficiency
of electrons and holes. After immobilizing the enzyme ChOx over
pRGOSHs, it is found that the RCT value increased to 600 Ω and this
increase in RCT value attributed to the fact that most biological molecules,

Fig. 2.Raman spectra of pRGOandpRGOSHs indicatingprominent bandsD,Gand2D. TheSi–
OH bond presence enabling the enhanced catalytic effect of SiO2 particles is attested here.

Scheme 1. Schematic representation of cholesterol sensing process: part; (a) EPD set up for the fabrication of pRGO and pRGOSHs thin films; (b) electrophoretically fabricated pRGOSHs
thinfilmon ITO substrate having different functional groups; (c) immobilization of ChOxonpRGOSHs by EDC–NHS chemistry; (d) three electrode CV cellwith pRGOSHs asworking, Pt foil
as counter and Ag/AgCl as reference electrodes; (e) electrochemical instrumentation; (f) display output (PC).
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including ChOx are poor electrical conductors andmay cause hindrance
to the electron transfer. This increase in RCT indirectly supports the
binding of ChOx onto pRGOSHs hybrid matrix.

Fig 3C shows the graphical representation of the calculated param-
eters; diffusion coefficient (D) [33] {using the Eq. (1) below} and the
heterogeneous electron transfer rate constant (Ks) [34] {using the
Eq. (2) below}for pRGO/ITO, SiO2/ITO and pRGOSHs/ITO.

ip ¼ Constant nFAC√
nFvD
RT

� �
g ð1Þ

KS ¼ 2:18

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DαnFV
RT

� �s
exp −

α2nF
RT

Eap Ecp
� �� �

ð2Þ

Increase in the values of these parameters indicates a faster electron
transfer kinetics. The pRGOSHs electrode shows a highest D value of
3.2 × 10−10 cm2/s and Ks value of 1.48 × 10−4 cm/s, whereas for bare
pRGO shows the least D and Ks values of 5.85 × 10−11 cm2/s and
4.94 × 10−6 cm/s respectively. The SiO2 electrode shows an intermedi-
ate D and Ks in comparison to the above two type of electrodes. The
enhanced D and Ks values of pRGOSHs are originated from the synergis-
tic effect of partially conductive 2-dimensional RGO sheets and the
catalytic characteristics of silica particles. On the basis of these observa-
tions, pRGOSHs have been further used as efficient and cost effective
electrode material for biosensing purpose.

3.2.2. Electron density distribution studies
In order to explain the results obtained in the CVmeasurements and

the EIS, we have made density functional theoretical (DFT) calculation
using Gaussian09 software to find the electron density distribution in
the three different cases (pristine graphene, pRGO, pRGO + Si) and ac-
knowledge the relative enhancement in the same for pRGO and pRGO
+ Si over pristine graphene, by calculating the difference in electron
density using program ChemCraft (shown in Fig. 5). It is clear from
the experiment that the deposition of the prepared material to the ITO
substrate will depend on their negative charge density since the ITO
electrode is attached to the positive terminal of the applied DC voltage.
The surface having large electron density will attach more easily and
strongly to the positive terminal electrode, favoring the overall sensing
activity. The simulation studies are summarized in Fig. 4. Fig. 4(a),
(b) and (c) show the electron densities distribution for pristine
graphene (A), pRGO (B) and pRGO + Si (C) respectively. Now the Fig.
4(d), which is the subtraction of electron densities between pRGO and
pristine graphene, show that as we go from the pristine graphene to
the pRGO, the electron density slightly increases at the edges. Further,
Fig. 4(e) and (f) attest that finally as the Si is added in the matrix of
pRGO, the electron density at the edges increases significantly with re-
spect to both pristine graphene and pRGO, which is evident from larger
blue regions on C from both A or B respectively. This theoretically pre-
dicted substantial increase in electron density directly suggests en-
hancement in the binding affinity for much better sensing substrate in
concordance with the experimental results obtained via the CV and
EIS measurement studies.

Fig. 3. (A); CV response of pRGO/ITO, SiO2/ITO, pRGOSHs/ITO and ChOx/pRGOSHs/ITO electrodes−; (B) Nyquist plot of SiO2, pRGO, pRGOSHs and pRGOSHs/ChOx electrodes;
(C) Comparative study of the Ks and D values for pRGO, SiO2 and pRGOSHs electrodes.
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Fig. 4. Electron density distribution studies(Blue denotes the electron density region and Green denotes the neutral region) of (a) pristine graphene (b) pRGO, (c) pRGO + Si and the
differences(d) pRGO-pristine graphene, (e) (pRGO + Si)-pristine graphene (f) pRGO+ Si-pRGO.

Fig. 5. Electrochemical response studies using CVof (A) the ChOx/pRGO/ITO bioelectrode as a function of cholesterol concentrations [50–500mg dL−1]; (B) Fitted calibration plot between
anodic peak current and cholesterol concentrations for ChOx/pRGO/ITO (200–500 mg dL−1); inset: calibration plot between anodic peak current and cholesterol concentrations (50–
500 mg dL−1). (C) Electrochemical response studies of the ChOx/pRGOSHs/ITO bioelectrode as a function of cholesterol concentrations [50–600 mg dL−1]; (D) fitted calibration plot
(the error bars with n = 3) for ChOx/pRGOSHs/ITO (100–600 mg dL−1); inset: calibration plot between anodic peak current and cholesterol concentrations (50–600 mg dL−1).
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3.2.3. Cholesterol sensing studies
Electrochemical response studies of ChOx/pRGO/ITO and ChOx/

pRGOSHs/ITO (Fig. 5(A) and (C) respectively) bio-electrodes have been
studied as a function of cholesterol concentration using CV in PBS solution
{50mMPBS (pH7, 0.9%NaCl) containing5mM[Fe(CN)6]3−/4−}. Theme-
diated redox coupling electrochemical reaction was used as the sensing
mechanism for this cholesterol biosensor. ChOx cannot directly transfer
electrons to the electrode surface in electrochemical biosensors because
its active site (FAD) is embeddedwithin the enzyme layer [35].Mediators
are small molecules with lower redox potential, which can shuttle
electrons between the embedded redox center of the enzyme and the
electrode surface at its characteristic lower potential thereby increasing
the sensitivity of the biosensor. In this work, potassium ferrocyanide/
ferricyanide {[Fe(CN)6]3−/4−} was used as the mediator [36,37]. The
ferro-ferri redox reaction can occur at ChOx-pRGOSHs/ITO electrode
surface, which produces an oxidation and a reduction current. The
fabricated cholesterol biosensorwas based on the oxidation of cholesterol
according to the following reactions (3–4).

Cholesterolþ 2 Fe CNð Þ6½ �3− þ H2O→ChOx Cholestenoneþ 2Hþ

þ 2 Fe CNð Þ6½ �4− ð3Þ

Fe CNð Þ6½ �4−→
ChOx−pRGOSHs=ITO

Fe CNð Þ6½ �3− þ e−1 ð4Þ

It is observed that the magnitude of current obtained for the bio-
electrodes increases as the concentration of cholesterol increases
(from 50 to 500 mg dL−1 for ChOx/pRGO/ITO and from 50 to
600 mg dL−1 for ChOx/pRGOSHs/ITO). It is distinctly visible from the
CV response curves, [Fig. 5(a) and (c)], that the magnitude of current
difference for ChOx/pRGOSHs/ITO is higher than ChOx/pRGO/ITO
system. Here the pRGOSHs may acts as a good receptor of the electrons
which generated during re-oxidation of ChOx. These electrons will be
transferred to the electrode via Fe(CN)6)3−/4− conversion to give an
increased electrochemical signal. More numbers of electrons are gener-
ated when the concentration of the cholesterol in electrolyte solution
increases and thereby an enhanced oxidation as well as reduction
peak currents obtained for these bioelectrodes.

Fig. 5(B) and (D) show the linear calibration plot between anodic
peak current and cholesterol concentrations for ChOx/pRGO/ITO as
well as ChOx/pRGOSHs/ITO. The lower detection limit obtained in
case of pRGO and pRGOSHs bioelectrode is of 1.3 mM, low enough to
measure the cholesterol level in human serum systems. Detection
limit is calculated by 3σ/m, where ‘m’ is the slope and ‘σ’ is standard
deviation (SD) of the calibration graph. Linear range obtained
for pRGO bioelectrode is from 5.17 to 12.93 mM, with a sensitivity of
0.39 μA/mM/cm2,while in the case of pRGOSHs amuch broader detection
range from 2.58mM to 15.51mMwas observed. Further the sensitivity is
enhanced significantly to 11.1 μA/mM/cm2 in case of ChOx/pRGOSHs/ITO
as compared to that of ChOx/pRGO/ITO (0.39 μA/mM/cm2).

The enzyme and substrate kinetics parameter, Michaelis–Menten
constant (Km), is estimated for both pRGO and pRGOSHs bioelectrode
using the Lineweaver–Burke plot [38]. The low values of Km indicate
good affinity of immobilized enzyme on substrate towards the analyte.
The Km value calculated using the equation f1is ¼ km

imax

1
C þ 1

imax
g for the

ChOx/pRGO/ITO bioelectrode is 0.102 mg dL−1 (0.00264 mM) and for
ChOx/pRGOSHs/ITO, it is further reduced to 0.019 mg dL−1

(0.00049 mM). The obtained higher sensitivity, lower detection limit
and Km value suggest ChOx/pRGOSHs/ITO is evidently a much better
matrix than ChOx/pRGO/ITO for faster electron transfer between the
immobilized enzyme and the electrode substrate, thereby promising a
more sensitive cholesterol sensing platform.

The reproducibility, specificity and stability of developed pRGOSHs/
ChOx/ITO cholesterol biosensor have been examined (see supplementary
material S5). For specificity, the detection of cholesterol in the presence of
other interfering analytes such as urea, ascorbic acid and glucose have

been evaluated. The absence of any significant change in peak current re-
sponse in presence of these interfering species shows the high specificity
of pRGOSHs/ChOx/ITO biosensor towards cholesterol (see supplementary
material, Figure S4 a). The stability of pRGOSHs/ChOx/ITO bio-electrode is
monitored for eight weeks when stored in refrigerated conditions, and
only ~9%decrease in current responsehavebeennoticed (Supplementary
material, Figure S5 b). The reproducibility has been critically tested by
taking five different pRGOSHs/ChOx/ITO bioelectrodes prepared under
the same condition and the response current plot shows nomajor change
in peak current response (see the supplementary material, Figure S5 c).
These attest the potential of as fabricated cholesterol biosensor by show-
ing appreciable reproducibility and stability at the same time. Results of
the current study have been comparedwith some earlier reported studies
for the same in Table 1 above as well as Figure S6 in the supplementary
material.

The excellent electrochemical properties and large surface area
of pRGOSHs is the key behind achieving high sensitivity for detection
of cholesterol. Higher surface area of the nanohybrid allows several
fold high loading of enzymes, which in turn enhances the detection
of trace amount of cholesterol. Further, the synergistically improved
electrochemical activities of pRGOSHs, increases the sensitivity of
the proposed biosensor. The enhanced sensitivity and linear range of
pRGOSHs, reflects the efficiency of the developed biosensor. As a future
prospect, an attempt should be made to utilize this pRGOSHs/ITO based
sensing platform in the detection of total cholesterol and low density
lipoprotein for point-of-care diagnostic application.

4. Conclusions

The presentwork introduces a novel partially reduced graphene oxide
(pRGO)-silica (SiO2) particles hybrid system (pRGOSHs) for free choles-
terol detection. Our pRGOSHs composite based biosensor, circumvents
the disadvantages of compromised conductivity and reproducibility in
case of biosensors fabricated using GO or SiO2 nanoparticles. It simulta-
neously utilizes the unique sensing properties and restored conductivity
offered by the pRGO, along with the efficient catalytic activity of SiO2

particles proving its potential as the next generation biosensing
platform for free cholesterol and several other bioanalytes detection.
Further, the use of a facile, fast and reproducible synthesis route for
pRGOSHs, without the generation of hazardous by products, further
attests the potential of the proposed biosensing system to be brought
onfield.With commendable stability and reproducibility, these pRGOSH
based biosensor, when tested for free cholesterol detection, show
high sensitivity of 11.1 μA/mM/cm2 and detection limit of 1.3 mM.
Lower Km value than most of the prior reported biosensors and
enhanced Ks (rate constant) and D (diffusivity) attest the synergistic
effect of combining conductingpRGOmatrix having adequate functional
groups, with the catalytic SiO2 nanoparticles having high loading capacity
and sensing performance. Further the presence of Si–OH bond (confirmed
by FTIR and Raman) in the composite is found to be of cardinal importance
for enabling the catalytic activity of the silica particles and for providing
physically stable reactive sites in the composite. The theoretically predicted
increased electron density in case of the pRGOSHs further corroborates the
results attestingbetter affinity of substrates towards enzymes for enhanced
sensing. Thus, with such efficient electrochemical sensing parameters,
the proposed pRGOSHs composite shows definite potential for not only
cholesterol sensing but for detecting several other clinically important
biomolecules such as triglycerides, LDL etc. in the immediate future.
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Table 1
A comparative table describing the cholesterol sensing characteristics of the bioelectrode fabricated along with some other reported in the literature:

Bio-electrode Detection Range
(mM)

Detection Limit
(mM)

Sensitivity
(μA/mM)

Km value
(mM)

Stability
(days)

Ref.

ChOx/4-ATP SAM/Au 0.64–10.34 0.54 1.34 20 times [39]
ChOx/MWCNTs 0.5–6.0 0.2 0.56 7.17 [40]
(PAH–MCNTs–GNPs/HRP)4/(PAH–MCNTs–GNPs/ChOx)4 0.18–11 0.02 0.3873 25 days [41]
Grp/β-CD/methylene blue 0.001–0.10 10 [42]
ChOx-ZnO NP 10^(−6)–1 10 nm 1.08 [43]
ChOx/Polyaniline 1.29–12.92 0.64 1.62 1.94 6 weeks [44]
ChOx/PANI/MWCNTs 1.29–10.34 6.8 12 weeks [45]
CHIT/SiO2/MWCNTs 0.15–7.68 .0164 3.8 0.052 70 days [46]
ChOx/MUA/AuNPs/Dithiol/AuE 0.04–0.22 0.0346 9.02 0.062 30 days [47]
ChOx/pRGO 5.17–12.93 1.3 0.39 0.0026 30 days Present work
ChOx/pRGOSHs 2.58–15.51 1.3 11.1 0.00049 45 days Present work

72 S. Abraham et al. / Journal of Electroanalytical Chemistry 757 (2015) 65–72

http://dx.doi.org/10.1016/j.jelechem.2015.09.016
http://dx.doi.org/10.1016/j.jelechem.2015.09.016
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0005
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0010
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0015
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0015
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0020
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0025
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0030
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0030
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0035
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0035
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0040
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0045
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0045
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0050
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0055
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0060
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0065
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0070
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0075
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0075
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0080
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0080
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0085
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0085
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0090
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0095
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0095
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0100
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0105
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0110
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0115
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0120
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0120
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0125
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0125
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0130
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0135
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0135
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0140
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0145
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0145
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0150
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0150
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0155
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0160
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0165
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0165
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0170
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0175
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0180
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0185
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0190
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0195
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0200
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0205
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0210
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0215
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0220
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0220
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0225
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0230
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0230
http://refhub.elsevier.com/S1572-6657(15)30112-0/rf0235


Contents lists available at ScienceDirect

Biosensors and Bioelectronics

journal homepage: www.elsevier.com/locate/bios

Excellent storage stability and sensitive detection of neurotoxin quinolinic
acid

Ranjana Singha, Sunayana Kashyapb, Suveen Kumarc, Shiju Abrahama, Tejendra K. Guptaa,
Arvind M. Kayasthad, Bansi D. Malhotrac, Preeti Suman Saxenab,⁎, Anchal Srivastavaa,⁎,
Ranjan K. Singha,⁎

a Department of Physics, Institute of Science, Banaras Hindu University, Varanasi 221005, India
b Department of Zoology, Institute of Science, Banaras Hindu University, Varanasi 221005, India
c Department of Biotechnology, Delhi Technological University, Main Bawana Road, Delhi 110042, India
d School of Biotechnology, Institute of Science, Banaras Hindu University, Varanasi 221005, India

A R T I C L E I N F O

Keywords:
Quinolinic Acid
QPRT
Enzyme
Neurotoxin
Bio-electrodes

A B S T R A C T

Quinolinic acid (QA) is a metabolite of tryptophan degradation obtained through kynurenine pathway,
produced naturally in the mammalian brain as well as in the human cerebrospinal fluid. The presence of QA
~10–40 µM is a clear indicator of many neurological disorders as well as deficiency of vitamin B6 in human
being. In the present work; rapid, sensitive and cost-effective bio-electrodes were prepared to detect the trace
amount of endogenous neurotoxin (QA). Cyclic voltammetry (CV) and differential pulse voltammetry (DPV)
studies were carried out to measure the electrochemical response of the fabricated bio-electrodes as a function
of QA concentrations. These devices were found to exhibit desirable sensitivity of ~7.86 mA μM−1 cm−2 in wide
concentration range (6.5 μM-65 mM). The lower detection limit of this device is as low as 6.5 μM and it has
excellent storage stability of ~30 days. The capability of the proposed electrochemical bio-sensor was also
checked to detect QA in the real samples (human serum). These results reveal that the use of this
electrochemical bio-sensor may provide a potential platform for the detection of QA in the real samples for
the prior detection of many diseases.

1. Introduction

Quinolinic acid (pyridine 2,3-dicarboxilic acid, hereafter referred as
QA) (Heyes et al., 1992) occurs naturally in the mammalian brain in
nano-molar as well as in the human cerebrospinal fluid in several
nano-molar to micro-molar amounts (Heyes et al., 1992; Chen et al.,
2009; Schwarcz and Pellicciari, 2002). The presence of QA is found
below 100 nM, whereas the increased level of this molecule (10–
40 µM) can be detected in pathological conditions (Guillemin, 2012;
Leipnitz et al., 2005). The increased level of this molecule is known to
be responsible for many neurological disorders such as Alzheimer,
(Guillemin and Brew, 2002) Huntington disease (Schwarcz et al., 2010)
and HIV associated dementia (HAD) (Guillemin et al., 2004). The
presence of QA also affects the function of neurons by the activation of
N-methyl-D-aspartate (NMDA) receptors (Birley et al., 1982; Stone and
Connick, 1985). Apart from these effects, its elevated level (30–
164 µM) has also been recognized as a clear indicator of deficiency of
vitamin B6 in the human being (Brown et al., 1965). All these reports

reveal that the elevated level of QA can be used to detect the presence of
many diseases (Guillemin, 2012; Leipnitz et al., 2005; Guillemin and
Brew, 2002; Schwarcz et al., 2010; Guillemin et al., 2004; Birley et al.,
1982; Stone and Connick, 1985; Brown et al., 1965). Hence there is
urgent need to fabricate; rapid, cost-effective, durable and sensitive
sensor that can be used to detect the trace amount of QA for the early
detection of many diseases as mentioned above (Guillemin, 2012;
Leipnitz et al., 2005; Guillemin and Brew, 2002; Schwarcz et al., 2010;
Guillemin et al., 2004; Birley et al., 1982; Stone and Connick, 1985;
Brown et al., 1965).

Several detection techniques such as gas chromatography, mass
spectrometry (During et al., 1989; Shoemaker and Elliott, 1991) liquid-
chromatography (Patterson and Brown, 1980), thin layer chromato-
graphy (Taguchi et al., 1983), radio enzymatic assay (Foster et al.,
1986) and capillary electrophoresis-mass spectrometry (Wang et al.,
2013) can be utilized to determine the trace amount of QA in the
biological samples. All these reported methods are time consuming as
well as suffer from lack of selectivity, sensitivity and stability. Liquid
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chromatography with fluorimetric detection (Mawatari et al., 1995) has
been reported to determine the trace amount of QA. However, this
method suffers from certain limitations such as tedious procedure to
handle the sample, to protect it from light and lack of selectivity.
Fluorimetric detection of QA, based on catalytic activity of horseradish
perioxidase (HRP) (Odo et al., 2009) in presence of hydrogen peroxide
(H2O2) has been available to determine trace amount of QA. In this
method; QA acquires fluorescing property but some reducing and
oxidizing substances were found to affect the fluorescent derivatization
of QA with HRP in presence of H2O2. Although sensitivity associated
with this method is high but lack of selectivity, stability and time
consuming procedure has remained as a challenge. Hence to remove all
these short-comings, fabrication of such a sensing device having
excellent storage stability and quick response is highly desirable for
the early detection of the trace amount of QA.

Electrochemical bio-sensors have become more powerful sensing
devices in recent years (Chikkaveeraiah et al., 2009) because of its
quick response, sensitivity, simplicity, reproducibility and selectivity.
These sensing devices require low reagents consumption, ease of
fabrication, miniaturization and continuous monitoring of the analytes
(Srivastava et al., 2011). As synthesized reduced graphene oxide (RGO,
derivative of graphene) has become a promising material for biosensing
applications recently in comparison to the graphene oxide (GO),
(Srivastava et al., 2011; Schwierz, 2010; Park et al., 2012; Han et al.,
2007; Pumera et al., 2010; Pumera, 2011; Huang et al., 2010, 2011;
Srivastava et al., 2013). Chemically active RGO has large surface area,
sufficient functional groups, potential to facilitate electron transfer
from enzymes and proteins, cost-effective and easy to handle which are

the essential properties of the electrochemical bio-sensors (Pumera
et al., 2010; Pumera, 2011; Compton et al., 2011).

We have fabricated the cost-effective bio-sensor to detect the trace
amount of QA. Various parameters (reproducibility, selectivity, magni-
tude of currents, linear coefficient and standard deviation) have been
calculated for these devices. These bio-electrodes have good sensitivity
of 7.86 mA μM−1 cm−2 with a wide range (6.5 μM– 65 mM) responses.
It has good selectivity and excellent storage stability of ~30 days. The
observed properties of the present bio-sensor are exciting and it can be
useful to develop electrochemical bio-sensor for the early detection of
QA. In the present work, we report results of the studies relating to the
development of an electrochemical bio-sensing technique differential
pulse voltammetry (DPV) to detect the trace amount of endogenous
neurotoxin QA in the real samples (serum) also.

2. Experimental section

2.1. Materials

Quinolinate phosphoribosyl transferase (QPRT) enzyme was pro-
cured from KrishgenBiosystems, New Delhi India. Quinolinic acid
(QA), 2, 6 pyridine di-carboxylic acid (PD), graphite flakes, acetonitrile,
magnesium nitrate, sodium citrate, N-hydrooxysuccinimide (NHS), N-
ethyl-N-(3-dimethylaminopropyl) carbodiimide (EDC), bovine serum
albumin (BSA) and other analytical grade chemicals used in this work
were procured from Sigma-Aldrich, India. All these materials were
used without further purification.

Fig. 1. Schematics for the (a) Fabrication of working electrode RGO/ITO by using electrophoretic deposition (EPD) technique and (b) immobilization of quinolinate phosphoribosyl
transferase (QPRT) on working electrode RGO/ITO treated with EDC/NHS and BSA and sensing of QA via differential pulse voltammetry (DPV) technique.
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2.2. Synthesis of reduced graphene oxide (RGO)

Graphene oxide (GO) was prepared by chemical route using
Hummer's method (Marcano et al., 2010) and reduced graphene oxide
(RGO) was obtained by reduction of GO with sodium citrate (Zhang
et al., 2011). In this method, 100 mg sodium citrate was added into
10 ml aqueous suspension of GO (1 mg/ml) and the solution was
stirred magnetically at 60 °C for ~6 h. Change in color from brown to
black clearly indicates the reduction of GO to RGO. The RGO was
treated in the following sequence; cooled down to room temperature,
centrifuged at 10,000 rpm, washed with triple distilled water repeat-
edly and finally dried in the oven. The dried RGO powder was dispersed
into water and acetonitrile for further use.

2.3. Preparation of RGO/ITO electrodes

Electrophoretic deposition (EPD) (Srivastava et al., 2013, 2012)
technique was employed to fabricate RGO films on indium tin oxide
(ITO) coated glass plate with sheet resistance ~30 Ω cm−1. In this
method, ITO-coated glass substrate acted as cathode and a platinum
(Pt) foil (1 cm×2 cm) acted as an anode. These electrodes were kept
parallel separated by 1 cm in a colloidal suspension of RGO prepared in
acetonitrile (0.5 mg dl−1). The 10−4-10−5 M solution of Mg (NO3)2·
6H2O was added to the RGO suspension to enhance the deposition rate
of RGO sheets on the cathode (ITO) (Wang et al., 2009; Compton et al.,
2011). During the EPD process, DC voltage (150 V) was applied for two
minutes. All these process involved in the preparation of working
electrode has been depicted schematically in Fig. 1(a).

2.4. Immobilization of QPRT enzyme onto the RGO/ITO electrodes
surface

An enzyme QPRT was covalently attached to RGO/ITO electrode.
Prior to covalent attachment of the enzyme, COOH group of RGO was
activated using EDC as a coupling agent and NHS as an activator. The
COOH groups of RGO activated by following EDC/NHS chemistry
(Srivastava et al., 2013; Sarkar and Nicholson, 1996) bind to the NH2

groups of QPRT which results into the covalent amide bond (CONH)
formation between RGO and QPRT. During the process of covalent
attachment of QPRT to RGO/ITO electrode, 10 μl of QPRT enzyme
(concentration 300 µg/ml) was freshly prepared in Tris HCl buffer (PH
8.0) and it was uniformly spread on the EDC/NHS activated RGO/ITO
electrode [see Fig. 1(b)]. This electrode; immobilized with QPRT was
incubated in humid chamber at room temperature for ~6 h. Since
QPRT consisted of amino acids residues having NH2 groups hence the
formation of covalent immobilization was proposed via interaction
between NH2 functional groups of QPRT and COOH groups of RGO.
Non-specific sites of the bio-electrodes were blocked by using bovine
serum albumin (BSA). The amide bond formation was experimentally
verified by FTIR spectra of QPRT/RGO. Schematic of immobilization of
QPRT on working electrode RGO/ITO treated with EDC/NHS and BSA
along with sensing of QA via differential pulse voltammetry (DPV)
technique has been shown in Fig. 1(b).

3. Characterization

Structural and morphological characterizations were carried out
using scanning electron microscopy (SEM, Philips XL 20), transmis-
sion electron microscopy (TEM-FEI Tecnai G2 electron microscope)
and X-ray diffraction (XRD, Rigakuminiflex II). Raman (In-via Raman
spectrometer, Renishaw), FTIR (Spectrum 65 FT-IR spectrometer,
Perkin Elmer), UV–Visible (Lambda 25 UV–Visible spectrometer,
Perkin Elmer) spectroscopic techniques were employed to characterize
the as synthesized RGO. All the electrochemical measurements such as
cyclic voltammetry (CV) and differential pulse voltammetry (DPV) were
carried on Auto lab Potentiostat/Galvanostat (Eco Chemie,

Netherlands) using three electrode cell configurations. Bio-electrode
(QPRT/BSA/RGO/ITO), platinum foil and Ag/AgCl electrodes were
used as working, counter and reference electrodes, respectively. The
mixture of 5 mM Fe(CN)6

4‒ (Ferrocynide) and 5 mM Fe(CN)6
3‒

(Ferricynide) was used as the redox probe.

4. Results and discussion

4.1. Microstructural studies of RGO

SEM images of RGO shown in Fig. S1(a) indicates the uniform and
sheet like morphology which is extended to several micrometers.
Further, it is clearly visible that the thin layered RGO sheets consist
of several wrinkles and folds. These wrinkles and folds might have
developed due to defects and functional groups present in the carbon
lattice. Fig. S1(b) shows TEM micrograph of RGO, which reveals a few
layers of RGO sheets along with wrinkles and folds. HRTEM images in
the inset of Fig. S1(b) indicates that the average inter-planar spacing of
the lattice fringes of RGO is found to be ~3.5 Å.

The Raman spectrum of RGO has been shown in Fig. S1(c)
containing four Raman bands observed at 1352, 1595, 2708 and
2930 cm−1. The most prominent Raman band observed at 1352 cm−1

is assigned as D band which is attributed to the disorder present in the
RGO. This structural disorder may be correlated to the oxygen
functional groups as well as point defects present in the system. The
Raman band centered at 1595 cm−1 is a well-defined; G band which
represents the presence of sp2 bonded carbon atoms. Overtone of D
band i.e. 2D band is found at 2708 cm−1. The presence of this overtone
is clearly related to the dispersive nature as a function of frequency
(Srivastava et al., 2012).

The X-ray diffraction (XRD) pattern of RGO which has been used as
a working electrode for electrochemical bio-sensing studies recorded in
the range of 10–75° is shown in Fig. S1(d). In the XRD pattern of RGO,
an intense and broad peak with a 2θ value at around 25.28° is observed
and assigned to the (00.2) (Srivastava et al., 2013) reflection plane
corresponding to an inter-planner spacing of 0.352 nm, which is in
good agreement with the HRTEM study [discussed in inset of Fig.
S1(b)]. In addition to this, another peak of lower intensity is found at
~43.3° which is assigned to the (00.1) reflection plane of RGO
(Srivastava et al., 2013). UV–Visible absorption spectrum of chemically
synthesized RGO is shown in Fig. S1(e) where triple distilled water was
taken as reference to record UV–Vis spectrum of RGO. The absorption
peak at 268 nm can be assigned as π-π* transition of aromatic C˭C
bonds (Srivastava et al., 2013). Figs. S1(a), S1(b), S1(c), S1(d) and
S1(e) have been provided in the Supplementary material.

4.2. FTIR spectroscopic studies of RGO, QPRT and QPRT/RGO
electrodes

The IR spectra of RGO, QPRT and QPRT/RGO have been shown by
(A), (B) and (C), respectively in Fig. 2(a). The IR bands observed at
1650 and 1400 cm−1 are attributed to stretching and bending mode
vibrations of C˭O and O-H bonds of carboxyl groups present in the
RGO respectively. The COH and C˭C stretching mode of vibrations are
obtained at 1110 cm−1, 1631 cm−1, respectively. A broad band ob-
served at 3453 cm−1 is assigned to stretching vibration of OH group. It
is important to note that the IR spectra were taken in aqueous medium.
The OH bonds of water strongly absorb at ~3453 cm−1 which overlaps
with OH absorption of RGO. The OH stretching band of RGO is sharp.
The OH stretching band of water being broad and strong hides the OH
stretching band of RGO. New IR band of QPRT/RGO is obtained
985 cm−1 due to OH bending vibration of carboxylic group. While
stretching vibrational mode corresponding to CN becomes prominent
and is observed at 1215 cm−1. The intensity of stretching mode of C˭O
in QPRT/RGO is found to be enhanced and blue shifted which confirms
the amide bond formation between carboxylic and amino group of RGO
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and QPRT, respectively.

4.3. Electrochemical studies

The cyclic voltammetry (CV) studies of the fabricated electrodes
were conducted in phosphate buffer solution (PBS) of pH 7.0 contain-
ing 0.9% NaCl and 5 mM solution of [Fe(CN)6]

3−/4−. Fig. 3(b) shows
cyclic voltammetry (CV) studies of ITO, RGO/ITO, QPRT/RGO/ITO
and BSA/QPRT/RGO/ITO electrodes. It was found from the [Fig. 2(b)]

that the magnitude of current for RGO/ITO electrode (Peak current
0.580 mA) is lower than that of bare ITO electrode (Peak current
0.616 mA), which indicated the reduction in electron transfer between
solution and RGO/ITO interface. The immobilization of QPRT onto the
RGO/ITO electrode further lowers the magnitude of peak current
(0.565 mA) as compared to that of the RGO/ITO electrode. Bovine
serum albumin (BSA) has been used for blocking of non-specific sites of
QPRT/RGO/ITO bio-electrode. It was observed that magnitude of the
peak current decreased again to 0.521 mA after coating of BSA on the
surface of QPRT/RGO/ITO electrode. This reduction in peak current
can be assigned due to adsorption of BSA on RGO/ITO sites of the
QPRT/RGO/ITO immunoelectrode. To investigate the interfacial ki-
netics of the fabricated electrodes and bio-electrodes (RGO/ITO and
BSA/QPRT/RGO/ITO) scan rate studies were conducted through CV.
Fig. 3 and Fig. 4 show the observed CV response of RGO/ITO and BSA/
QPRT/RGO/ITO electrodes respectively as a function of the scan rate
(50–150 mV/s). A shift was observed in the redox peaks with increase
in scan rate. It was also observed that cathodic (Ipc) and anodic peak
(Ipa) currents both vary linearly with square root of the scan rate
[insets (a) in Fig. 3 and Fig. 4], which indicated that the electro-
chemical reaction was a diffusion-controlled process (Kumar et al.,
2015). The slopes and intercepts for the bio-electrodes RGO/ITO, and
BSA/QPRT/RGO/ITO can be given by Eqs. (1–4):

s sI = [0.066 mA( /mV) × (scan rate(mV/ )) ] + 0.119 mA,
R = 0.999, SD = 7.26 × 10

pc(RGO/ITO)
1/2

2 −3

(1)

s sI = −[0.044 mA( /mV) × (scanrate(mV/ )) ]–0.175 mA,
R = 0.999, SD = 5.51 × 10

pa(RGO/ITO)
1/2

2 −3 (2)

s sI = [0.058 mA( /mV) × (scanrate(mV/ )) ]

+ 0.120 mA,
R = 0.999, SD = 5.13 × 10

pc(BSA/QPRT/RGO/ITO)
1/2

2 −3 (3)

s sI = −[0.039 mA( /mV) × (scan rate(mV/ )) ]–0.152

mA,
R = 0.999, SD = 4.45 × 10

pa(BSA/QPRT/RGO/ITO)
1/2

2 −3

(4)

The difference of cathodic (Epc) and anodic (Epa) peak potentials
(ΔEp=Epc–Epa) and square root of scan rate for RGO/ITO and BSA/
QPRT/RGO/ITO electrodes exhibit a linear relationship and follow
Eqs. (5) and (6). A good linear relationship indicates the facile electron
transfer from medium to the electrodes [inset (b) in Figs. 3 and 4].

Fig. 2. (a) FT-IR spectrum of (A) RGO (B) QPRT and (C) QPRT/ RGO 3(b) CV curves of
(A) ITO (B) RGO/ITO (C) QPRT/RGO/ITO and (D) BSA/QPRT/RGO/ITO electrodes.

Fig. 3. Scan rate studies of RGO/ITO [Inset (a) magnitude of oxidation and reduction
current generated as response of square root of scan rate (mV/s), Inset (b) potential as
function of square root of scan rate] electrodes.

Fig. 4. Scan rate studies of BSA/QPRT/RGO/ITO [Inset (a) magnitude of oxidation and
reduction current generated as response of square root of scan rate (mV/s), Inset (b)
potential as function of square root of scan rate] electrodes.
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E s s V

E s s

V

Δ (V) = [0.015 V( /mV) × (scan rate(mV/ )) ] + 0.11 ,
R = 0.999, SD = 1.31 × 10
Δ (V) = [0.016 V( /mV) × (scanrate(mV/ )) ]

+ 0.13 ,

p (RGO/ITO)
1/2

2 −3

p (BSA/QPRT/RGO/ITO)
1/2

(5)

R = 0.998, SD = 1.78 × 102 −3 (6)

where R is the correlation coefficient and SD is the standard deviation.
The diffusion coefficient (D) of bio-electrode BSA/QPRT/RGO/ITO

was calculated using Randle Sevick equation (Kumar et al., 2016) (Eq.
(7)) and found to be 0.31 cm2 s−1.

I = (2.69 × 10 ) n A D C υp
5 3/2 1/2 1/2 (7)

where Ip is the peak current of immunoelectrode, n is the number of
electrons (1) transferred, A is the active surface area of the immunoe-
lectrode (0.25 cm2), D is the diffusion coefficient, C is the concentration
of redox species (5 mmol cm−2) and υ is the scan rate (50 mV/s).
Surface concentration (γ) of BSA/QPRT/RGO/ITO electrode was
determined by using Laviron's theory (Sharma et al., 2012) given by

n AI = F γ υ(4RT)p
2 2 −1 (8)

where Ip represents the peak current of electrode, n is the number of
electrons (1) transferred, F is the Faraday constant (96485 C mol−1), γ
is the surface concentration of the absorbed electro-active species, A is
the surface area of the electrode, ν is the scan rate (V/s), R is the gas
constant (8.314 J mol−1 K−1) and T is room temperature (25 °C or
298 K). The Eq. (8) yields ϒ to be 4.42×10−8 mol cm−2.

4.4. Differential pulse voltammetry measurements

Differential pulse voltammetery (DPV) studies were carried out to
measure the electrochemical response of the fabricated bio-electrodes
(BSA/QPRT/RGO/ITO) as a function of QA concentration varying
from 6.5 μM to 65 mM in PBS (pH 7.0, 0.9% NaCl) containing 5 mM
[Fe(CN)6]

3-/4- [Fig. 5(a)]. It was observed that the magnitude of current
increased with increase in concentration of QA which can be attributed
to the formation of enzyme-ligand complex at the electrode surface.
This process of complex formation leads to electron release at the
electrode surface. QPRT; a member of the phosphoribosyl family of
enzymes has been recognized to catalyze the formation of nicotinic acid
mononuleotide from QA and substrate 5-phosphoribosyl-1-pyropho-
sphate (Bello and Grubmeyer, 2010). In this process, QA binds first to
QPRT which may cause release of electron at the electrode surface. In
the present work this process was monitored through differential pulse
voltammetry measurements. Furthermore, a linear correlation was
obtained in the wide concentration range of 6.5 μM to 65 mM (R2

=0.993, SD =4.71×10−4) and follow Eq. (9). Linearity between peak
current of the bio-electrodes measured by differential pulse voltam-
metry (DPV) and QA concentration shown on log scale has been
depicted in Fig. 5(b). The sensitivity of the electrode is found to be
7.86 mA μM−1 cm−2.

M MI (mA) = 7.86 mA μ cm × log[concentration (μ )] + 0.143 mA,
R = 0.993, SD = 4.71 × 10

p
−1 −2

2 −4

(9)

Several studies on different sensing techniques and sensing char-
acteristic of the proposed electrochemical bio-sensor BSA/QPRT/

Fig. 5. (a) Electrochemical current response studies (differential pulse voltammetry, DPV) of BSA/QPRT/RGO/ITO electrode as a function of QA concentration [ranging from 6.5 μM to
65 mM] (b) Linearity between peak current of the bio-electrode measured by differential pulse voltammetry (DPV) and QA concentration has been shown on Log scale (c)
Electrochemical current response studies (cyclic voltammetry, CV) of BSA/QPRT/RGO/ITO electrode as a function of time (days) and (d) Electrochemical current response studies
(differential pulse voltammetry, DPV) of five different bio-electrodes BSA/QPRT/RGO/ITO fabricated via same set of procedure.
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RGO/ITO discussed above have been compared and summarized in
Table 1.

The stability of the BSA/QPRT/RGO/ITO electrode was determined
by CV studies at a regular interval of 5 days up to 45 days [Fig. 5(c)]
and stored at 4 °C until further use. It was observed that magnitude of
the peak current exhibited 95% response upto 30 days and there after
the peak current decreased and reached to 80% at the end of 45 days. It
indicates that the stability of the fabricated BSA/QPRT/RGO/ITO bio-
electrode is upto ~30 days. In order to ensure reproducibility, five
different bio-electrodes of constant surface area were prepared under
similar conditions and their electrochemical responses were investi-
gated by DPV studies. These bio-electrodes exhibit good reproduci-
bility. Mean value of the current was found equal to ~119 µA. Each
measurement was repeated for three times for each electrode and error
bar was included accordingly. The relative standard deviation (RSD)
for each bio-electrode was less than ~5% which showed the reprodu-
cibility of the fabricated bio-electrodes is high [Fig. 5(d)]. DPV
measurements have also been carried out for the detection of QA in
the real sample (serum) as shown in Fig. S3.

5. Conclusions

Early detection of endogenous neurotoxin, quinolinic acid may be
helpful to the patients suffering from many neurological disorders such
as Alzheimer's, Huntington's and HIV associated dementia (HAD) as
well as deficiency of vitamin B6. In this work selective, stable and
reproducible bio-electrodes have been fabricated to detect quinolinic
acid. The proposed bio-sensor based on electrochemical sensing may
provide potential platform for the sensitive and selective detection of
QA which can be used for the early detection of the neurological
disorders and other diseases in the real samples in future.
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Table 1
Sensing characteristics of the proposed electrochemical bio-sensor BSA/QPRT/RGO/ITO summarized along with some results reported in the literature.

Detection techniques of quinolinic acid (QA) Detection range Detection limit Sensitivity Stability
(days)

References

Radio enzymatic assay for quinolinic acid – 2.5 pmol – – Kumar et al. 2015
Capillary electrophoresis-mass spectrometry 0.4–40 μM – – – Kumar et al. 2016
Liquid chromatography with fluorimetric detection 0.36–68.8 nmol

ml−1
– – – Leipnitz et al. 2005

Fluorimetric detection of quinolinic acid by catalytic activity of
horseradish peroxidase

0.1–5 nmol ml−1 0.04 nmol ml−1 – – Mawatari et al. 1995

Electrochemical bio-sensor 6.5 μM–65 mM 6.5 μM 7.86 mA μM−1cm−2 30 Present work

R. Singh et al. Biosensors and Bioelectronics 90 (2017) 224–229

229
All in-text references underlined in blue are linked to publications on ResearchGate, letting you access and read them immediately.

http://dx.doi.org/10.1016/j.bios.2016.11.053
http://refhub.elsevier.com/S0956-16)31205-sbref1
http://refhub.elsevier.com/S0956-16)31205-sbref2
http://refhub.elsevier.com/S0956-16)31205-sbref3
http://refhub.elsevier.com/S0956-16)31205-sbref3
http://refhub.elsevier.com/S0956-16)31205-sbref4
http://refhub.elsevier.com/S0956-16)31205-sbref4
http://refhub.elsevier.com/S0956-16)31205-sbref5
http://refhub.elsevier.com/S0956-16)31205-sbref5
http://refhub.elsevier.com/S0956-16)31205-sbref6
http://refhub.elsevier.com/S0956-16)31205-sbref6
http://refhub.elsevier.com/S0956-16)31205-sbref7
http://refhub.elsevier.com/S0956-16)31205-sbref7
http://refhub.elsevier.com/S0956-16)31205-sbref8
http://refhub.elsevier.com/S0956-16)31205-sbref9
http://refhub.elsevier.com/S0956-16)31205-sbref10
http://refhub.elsevier.com/S0956-16)31205-sbref11
http://refhub.elsevier.com/S0956-16)31205-sbref12
http://refhub.elsevier.com/S0956-16)31205-sbref12
http://refhub.elsevier.com/S0956-16)31205-sbref12
http://refhub.elsevier.com/S0956-16)31205-sbref12
http://refhub.elsevier.com/S0956-16)31205-sbref12
http://refhub.elsevier.com/S0956-16)31205-sbref13
http://refhub.elsevier.com/S0956-16)31205-sbref14
http://refhub.elsevier.com/S0956-16)31205-sbref15
http://refhub.elsevier.com/S0956-16)31205-sbref15
http://refhub.elsevier.com/S0956-16)31205-sbref16
http://refhub.elsevier.com/S0956-16)31205-sbref16
http://refhub.elsevier.com/S0956-16)31205-sbref16
http://refhub.elsevier.com/S0956-16)31205-sbref17
http://refhub.elsevier.com/S0956-16)31205-sbref18
http://refhub.elsevier.com/S0956-16)31205-sbref18
http://refhub.elsevier.com/S0956-16)31205-sbref19
http://refhub.elsevier.com/S0956-16)31205-sbref19
http://refhub.elsevier.com/S0956-16)31205-sbref20
http://refhub.elsevier.com/S0956-16)31205-sbref20
http://refhub.elsevier.com/S0956-16)31205-sbref21
http://refhub.elsevier.com/S0956-16)31205-sbref22
http://refhub.elsevier.com/S0956-16)31205-sbref22
http://refhub.elsevier.com/S0956-16)31205-sbref23
http://refhub.elsevier.com/S0956-16)31205-sbref24
http://refhub.elsevier.com/S0956-16)31205-sbref24
http://refhub.elsevier.com/S0956-16)31205-sbref25
http://refhub.elsevier.com/S0956-16)31205-sbref26
http://refhub.elsevier.com/S0956-16)31205-sbref27
http://refhub.elsevier.com/S0956-16)31205-sbref27
http://refhub.elsevier.com/S0956-16)31205-sbref28
http://refhub.elsevier.com/S0956-16)31205-sbref29
http://refhub.elsevier.com/S0956-16)31205-sbref30
http://refhub.elsevier.com/S0956-16)31205-sbref30
http://refhub.elsevier.com/S0956-16)31205-sbref31
http://refhub.elsevier.com/S0956-16)31205-sbref32
http://refhub.elsevier.com/S0956-16)31205-sbref32
http://refhub.elsevier.com/S0956-16)31205-sbref33
http://refhub.elsevier.com/S0956-16)31205-sbref34
http://refhub.elsevier.com/S0956-16)31205-sbref34
http://refhub.elsevier.com/S0956-16)31205-sbref35
http://refhub.elsevier.com/S0956-16)31205-sbref35
http://refhub.elsevier.com/S0956-16)31205-sbref36
http://refhub.elsevier.com/S0956-16)31205-sbref37
http://refhub.elsevier.com/S0956-16)31205-sbref37
http://refhub.elsevier.com/S0956-16)31205-sbref38
http://refhub.elsevier.com/S0956-16)31205-sbref38
https://www.researchgate.net/publication/16072077_The_effects_of_cyclic_dicarboxylic_acids_on_spontaneous_and_amino_acid-evoked_activity_in_rat_cortical_neurons?el=1_x_8&enrichId=rgreq-5c0f4f25b8ee0f5c72fd40ee5e4a48f3-XXX&enrichSource=Y292ZXJQYWdlOzMxMDc3OTU0NDtBUzo0MzQ3MTIxMTMwOTQ2NTZAMTQ4MDY1NDg1MjMwMA==
https://www.researchgate.net/publication/20631973_Neuroactive_metabolites_of_L-tryptophan_serotonin_and_quinolinic_acid_in_striatal_extracellular_fluid_Effect_of_tryptophan_loading?el=1_x_8&enrichId=rgreq-5c0f4f25b8ee0f5c72fd40ee5e4a48f3-XXX&enrichSource=Y292ZXJQYWdlOzMxMDc3OTU0NDtBUzo0MzQ3MTIxMTMwOTQ2NTZAMTQ4MDY1NDg1MjMwMA==
https://www.researchgate.net/publication/20631973_Neuroactive_metabolites_of_L-tryptophan_serotonin_and_quinolinic_acid_in_striatal_extracellular_fluid_Effect_of_tryptophan_loading?el=1_x_8&enrichId=rgreq-5c0f4f25b8ee0f5c72fd40ee5e4a48f3-XXX&enrichSource=Y292ZXJQYWdlOzMxMDc3OTU0NDtBUzo0MzQ3MTIxMTMwOTQ2NTZAMTQ4MDY1NDg1MjMwMA==
https://www.researchgate.net/publication/20288723_Quinolinic_acid_and_other_Kynurenines_in_the_central_nervous_system?el=1_x_8&enrichId=rgreq-5c0f4f25b8ee0f5c72fd40ee5e4a48f3-XXX&enrichSource=Y292ZXJQYWdlOzMxMDc3OTU0NDtBUzo0MzQ3MTIxMTMwOTQ2NTZAMTQ4MDY1NDg1MjMwMA==
https://www.researchgate.net/publication/221750353_Quinolinic_acid_the_inescapable_neurotoxin?el=1_x_8&enrichId=rgreq-5c0f4f25b8ee0f5c72fd40ee5e4a48f3-XXX&enrichSource=Y292ZXJQYWdlOzMxMDc3OTU0NDtBUzo0MzQ3MTIxMTMwOTQ2NTZAMTQ4MDY1NDg1MjMwMA==
https://www.researchgate.net/publication/257215110_Determination_of_urinary_quinolinic_acid_by_high-performance_liquid_chromatography?el=1_x_8&enrichId=rgreq-5c0f4f25b8ee0f5c72fd40ee5e4a48f3-XXX&enrichSource=Y292ZXJQYWdlOzMxMDc3OTU0NDtBUzo0MzQ3MTIxMTMwOTQ2NTZAMTQ4MDY1NDg1MjMwMA==
https://www.researchgate.net/publication/21128696_Automated_screening_of_urine_samples_for_carbohydrates_organic_and_amino_acids_after_treatment_with_urease?el=1_x_8&enrichId=rgreq-5c0f4f25b8ee0f5c72fd40ee5e4a48f3-XXX&enrichSource=Y292ZXJQYWdlOzMxMDc3OTU0NDtBUzo0MzQ3MTIxMTMwOTQ2NTZAMTQ4MDY1NDg1MjMwMA==


Facile, rapid and upscaled synthesis of green
luminescent functional graphene quantum dots for
bioimaging†
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We report here the upscaled synthesis of green luminescent functionalized graphene quantum dots

(FGQDs) by using an inexpensive and commonly occurring natural precursor viz. graphite powder. We

observed in our sample that photoluminescence increases for excitation wavelengths of 300 nm to

350 nm and then decreases when excited at 375 to 425 nm for FGQDs at neutral pH. We found that the

synthesized FGQDs do not show a drastic change in emission properties when kept under different pH

conditions, which makes them a potential candidate for in vivo imaging, where the pH of the culture

media plays a crucial role in the maintenance of the fluorescence. Water solubility, and excellent

photostability along with low cytotoxicity of FGQDs are manifested as a remarkable bioimaging material.

Introduction

Graphene, a single layer of graphite and a synthetic allotrope of
carbon with its incredible debut in 2004, is lodging its presence
in every realm of science. So far, a lot of work on graphene
gravitated towards fundamental physics and electronic devices.1

However, luminescence properties of graphene are not well
explored. Due to the lack of a band gap, no optical luminescence
is observed in pristine graphene. However, previous studies
have found astonishing photoluminescence from zero band gap
graphene and nite gap graphene oxide.1 Recent experimental
studies have shown the possibility of obtaining uorescence
from graphene.2–4 To effectively tune the band gap of graphene,
a promising approach is to convert the 2-D graphene sheets into
0-D graphene quantum dots (GQDs). Since the band gap
depends on size,5 shape6 and fraction of the sp2–sp3 domains,7

it has been found that photoluminescence emission may be
tuned by controlling the nature and size of the extended sp2

sites.8 Although, theoretical physicists predicted the optical
properties of GQDs,9–11 experimental success has been achieved
only very recently.

Furthermore, recent studies indicated that GQDs could have
tremendous potential in bioimaging,12,13 electrochemical
biosensors,14 catalysis15,16 and in photovoltaic devices.17 This
leads researchers to explore the possibilities to fabricate GQDs
by various routes, for example, arc discharge,18 laser abla-
tion,19,20 electrochemical oxidation,21 combustion/thermal,22

supported synthesis,23 microwave methods,24 electro-beam
lithography,25 hydrothermal,26–28 and by chemical oxidation.29,30

However, these methods are limited by the prerequisite for
special equipment and expensive starting materials such as
carbon bers and graphene oxide. Moreover, the low yield and
multiple step process make these methods costly and time
consuming. Hence, in the current study an attempt has been
made to achieve a cost effective, quick, facile single-step large
scale synthesis of wet chemically derived functionalized gra-
phene quantum dots (FGQDs) through acidic treatment of
graphite powder. As the source material, i.e. graphite, is devoid
of any functional groups, the produced quantum dots have
been termed as functional graphene quantum dots. The
synthesized FGQDs have been further used in bioimaging of
cancerous cells (in vitro study).

Experimental
Materials and methods

All chemicals and reagents used were of analytical grade.
Graphite powder was purchased from Sigma Aldrich, Ban-
galore, India. H2SO4 and HNO3 and all other chemicals
were purchased from Merck limited, Mumbai, India. The
dialysis bag was procured from Millipore Merck Limited,
Mumbai, India.
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Synthesis of functionalized graphene quantum dots (FGQDs)

Graphite powder (0.20 g) was added into a mixture of concen-
trated H2SO4 (60 ml) and HNO3 (20 ml). The solution was
sonicated for 4 h at RT and stirred for 45 minutes at 90 �C. The
obtained yellow colored solution was cooled to RT and its pH
was set at 7 with Na2CO3. The solution was further dialyzed
through a dialysis bag (retained molecular weight 2000 Da) for
3 days to get the nal product as FGQDs.

Cytotoxicity evaluation

The cytotoxicity of the FGQDs has been studied with 3-(4,5-
dimethylthiazol-2-yl)-2,5-diphenyl tetrazolium bromide (MTT)
assays against human hepatic cancer cells (HuH-7 cells). The
cells were cultured and maintained with DMEM medium (Invi-
trogen) containing 4.5 g ml�1

D-glucose, 4 mM L-glutamine, and
110 mgml�1 sodium pyruvate, with 10% fetal bovine serum, 100
IU ml�1 penicillin and 100 mg ml�1 streptomycin. The cells were
plated at 5000 cells per well on a 96 well plate and incubated for
24 h at 37 �C in a CO2 incubator for proper adherence. FGQDs at
a concentration range of 0–100 mgml�1 were added to the culture
media of each well followed by 24 h of incubation. Experiments
were run in triplicate. Aer 20 h of incubation, 50 ml of 5 mgml�1

MTT solution was added to each well. Aer a further 24 h of
incubation, the culture media with MTT was removed and cells
were treated with 200 ml of DMSO for 5 minutes at RT.

The optical density (OD) of solubilized formazan salts were
measured at 490 nm. The cell viability was estimated according
to the following equation:

Cell viability [%] ¼ (OD treated/OD control) � 100%

where, OD control was absorbance estimated without FGQDs
while OD treated was absorbance estimated in the presence of
FGQDs. Data were analyzed through SPSS soware using one
way ANOVA followed by the Duncan test to see the level of
signicance at P < 0.01 and P < 0.05.

Cellular imaging

Cellular uptake and bioimaging potential of FGQDs were
investigated through a uorescence microscope. For this, 5000
HuH-7 cells were plated in each well of 4 well sterile chamber
slides with 200 ml of culture medium and incubated for 24 h at
optimum culture conditions. 50 ml (5 mg ml�1) of FGQDs were
supplemented to this culture medium and incubation was
continued for the next 24 h. Following incubation, FGQDs with
medium were removed and the cells were washed twice with 1X
PBS. Prior to inspection under the microscope, cells were xed
using 1% freshly prepared paraformaldehyde, counter stain
with DAPI to localize chromatin and mounted in Canada
balsam on a lysine pretreated glass slide. Cellular imaging was
done with the help of a uorescence microscope.

Characterization

UV-Visible spectra and uorescence spectra were recorded with
a Perkin Elmer UV-Visible-Lambda 25 spectrophotometer and a

Perkin Elmer, LS-55 uorescence spectrophotometer respec-
tively. Fourier transform infrared spectroscopy (FTIR) charac-
terization has been carried out using a Thermo scientic FTIR
(Thermo Nicolet-6700). XPS analysis has been performed in a
Perkin Elmer XPS chamber (PHI 1257) with a base pressure of
5� 10�9 Torr. TEM images were taken with an HRTEM, Tecnaii-
G2F30 STWIN, operated at an accelerating voltage of 200 keV.
Cellular imaging was done using a Nikon Eclipse 90i micro-
scope equipped with a Cool SNaP HQ2 CCD camera (Photo-
metrics, AZ).

Results and discussion

We anticipate that during the sonication process exfoliation
followed by cutting of the graphite results in the formation of
FGQDs.31 The Fig. 1a shows the optical image of yellow colored
FGQDs solution under visible light which start giving green
uorescence (Fig. 1b) when observed under UV light (220–290
nm, mercury vapor lamp). This gives a primary indication about
the green uorescence of the FGQDs.

Fig. 2a shows the TEM image of FGQDs showing a narrow
size distribution between 3 and 14 nm with the maximum
fraction having average size of 7 nm, which is summarized in
Fig. 2c. The high resolution transmission electron microscopic
(HRTEM) image (Fig. 2b) shows parallel graphitic lines with
spacing of �3.4 Å indicating the crystalline behavior of 3–4
layered FGQDs in a nanodomain.

The UV-Visible absorption spectra of FGQDs (red curve) and
graphite powder (black curve) dispersed in deionized water are
shown in Fig. 3a. Two UV absorption peaks centered at lmax 227
nm and lmax 300 nm are observed. The absorption peak at lmax

227 nm (5.5 eV) and a peak lmax 300 nm (4.1 eV) are assigned to
the p–p* transition of C]C band n–p* transitions of C]O
bands respectively. Besides these main absorption bands a
hump at lmax 373 nm is also seen in FGQDs. The absorption
peak at lmax 227 nm (5.5 eV) in FGQDs is blue shied with
respect to the absorption band in graphite powder i.e. lmax 271
nm, (4.5 eV). The appearance of absorption bands at lmax 227
nm and lmax 300 nm in highly oxidized graphite is a charac-
teristic feature of FGQDs which is consistent with earlier
reports.32,26

Fig. 1 Optical images of FGQDs, (a) under visible light, (b) under UV light.
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To get more insight into its optical properties, the band gap,
i.e. the gap between the highest occupied molecular orbitals
(HOMO) and the lowest unoccupiedmolecular orbitals (LUMO),
of FGQDs were determined from the UV-Vis absorption spectra
(Fig. 3a).

Equation (1) is used to calculate the band gap of both
graphite and FGQDs from the absorption spectra.

ahn ¼ (hn � Eg)
2 (1)

where a ¼ the absorption coefficient, Eg ¼ the bulk band gap
energy.

The band gap energy has been calculated by plotting (ahn)1/2

vs. hn and drawing tangents. The calculated band gap energies
for FGQDs are 1.49 eV and 3.38 eV and for graphite is 0.30 eV.
The calculated high band gap energy of FGQDs corroborate the
observed band gap (Fig. 3b) exhibiting the quantum
connement.

The PL of GQDs is highly inuenced by either synergism or
competition between the intrinsic state emission such as

quantum size effect, zigzag edge sites or recombination of
localized electron–hole pairs and the defect state emission, e.g.
energy traps.33 In general, apart from the methods of synthesis,
the PL of GQDs show high dependence on the size, excitation
wavelength, pH and solvent, etc. The current study is also
focused on the use of GQDs in bioimaging which demands pH
and excitation independent uorescence properties of GQDs.
Keeping this point in view, we studied both the pH (acidic, basic
and neutral conditions) and excitation dependent (lex ranges
from 300–425 nm) PL of FGQDs (Fig. 4).

Signicant PL emission intensities have been observed in all
pH conditions (acidic, basic and neutral) centered around�500
nm. Which have been further exploited for uorescence
imaging of cancerous cells in our study. We have summarize the
PL emissions in the tabular form as shown in Table 1 (ESI†).
Along with a PL emission at 500 nm which is common in all
cases a few additional PL emissions have also been observed in
acidic and in neutral conditions. In both acidic and neutral
conditions a broad PL emission band composed of multiple
edges has also been observed at each lex except 300 nm

Fig. 2 (a) TEM image of FGQDs, with an average size of 7 nm, inset picture showing a typical single FGQD, (b) HRTEM image of FGQDs showing
graphitic layers with spacing of 3.4 Å, (c) particle size distribution.

Fig. 3 (a) UV-Vis spectra of FGQDs and graphite powder, (b) band gap estimations from the absorption spectra.

This journal is © The Royal Society of Chemistry 2014 RSC Adv., 2014, 4, 21101–21107 | 21103

Paper RSC Advances



(Table 1a and b, ESI†). However, in basic conditions a sharp PL
emission peak was noticed at each lex, except for lex 325 where
one edge at 402 nm with a sharp peak at 496 nm has been
observed (Table 1c, ESI†). The intensity of PL emission was
found to increase with lex up to 375 nm for both acidic and
basic conditions but in neutral conditions it only increases up
to 350 nm and then decreases at all pHs. It is noteworthy that
the PL emission of FGQDs is pronounced at 500 nm in all pH
conditions unlike earlier reports where PL was nearly or
completely quenched under acidic and alkaline conditions.26,34

FGQDs undoubtedly follow a different PL mechanism to that
reported in earlier studies.33 It is presumed that strong acid
oxidation results in the non-uniform breaking of the graphite
sheet into different size GQDs with heavy oxygen functionalities
at the edges and on the planes. A heterogeneous mixture with
high oxygen functionalities in FGQDs plays a key role in stable
PL behavior in all pH conditions, the exact mechanism is still
under investigation. Using quinine sulfate as reference35,36 PL
quantum yields of FGQDs were measured and found to be
11.8% which is comparable to earlier reports.37,38

It is speculated that both the quantum size effect and surface
defects contribute to the PL mechanism of GQDs.25,39,40 To
understand this, we performed Fourier transform infrared
spectroscopy (FTIR) and X-ray photoelectron spectroscopy (XPS)
measurements. During the FGQD formation, oxygen-containing
groups, including carbonyl, carboxyl, hydroxyl, and epoxy
groups were introduced to the edges and onto the basal plane,
as shown in FTIR spectrum (Fig. 5a). XPS characterization is

carried out to probe the composition of the FGQDs. XPS
measurements showed that FGQDs are chiey composed of C
and O elements with a C/O atomic ratio of 1.3. The C1s XPS
spectrum indicates that FGQDs have four types of C bonded
atoms: C–C/C]C (284.6 eV), C–OH (285.7 eV), C–O–C (286.9 eV)
and C–O/COOH (288.4 eV) (Fig. 5b).

The Raman technique is a practical method for the char-
acterization of carbon based materials. In Raman spectra, the
obtained G band represents the E2g vibrational modes of the
aromatic domains while the D band comes from the breathing
modes of the graphitic domains.41 Conventionally, the relative
intensity of ID/IG was used to compare the structural order
between the nanocrystalline and amorphous graphitic system
and an increase in value indicated the decrease of the topo-
logical disorder in the graphite layer and the increase in the
size of nanocrystalline graphite.42 Therefore, the Raman spec-
troscopy characterization of the synthesized FGQDs was also
carried out, as shown in Fig. 6. The Raman spectrum of FGQDs
shows a D-band at 1363 cm�1 and a G band at 1582 cm�1 while
the D band is absent in graphite (Fig. 6). The relative intensity
of the “disorder” D band to the crystalline G-band (ID/IG) for
the FGQDs is calculated as 0.86, which is comparable to other
reports.29 The high ID/IG indicates the decreased fraction of sp2

domains with different degrees of GQD oxidation43 as well
as increased defect sites which arises during acid oxidation
in FGQDs.

Although, these structural changes are present in the FGQDs
synthesized in the current study, it is still debatable whether PL

Fig. 4 PL spectra of synthesized FGQDswith different excitation wavelengths (lex 300, 325, 350, 375, 400, and 425 nm) at different pH. (a) Acidic
pH, (b) basic pH, (c) neutral pH, and (d) PL spectra of FGQDs with lex � 375 nm at acidic, basic, and neutral pH.
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is controlled by size effect and surface defects. It has been
hypothesized that the presence of these oxygen-functional
groups at the edges of FGQDs can possibly affect the PL
behavior of FGQDs.26,29 On the other hand, previous reports did
not give any evidence that the population of the oxygen-func-
tional groups relative to that of the C]C bond depends on the
size of GQDs, suggesting that they have negligible effect on the
size-dependent PL behavior of GQDs.29,32 However, the presence
of these groups makes the FGQDs soluble in water. This prop-
erty of FGQDs is essential for making it a potential material for
bioimaging.

Unlike organic dyes, the excellent photostability of GQDs
imparts a better suitability to explore its further potential for
bio-imaging. With this motivation, we have examined the
imaging potential of FGQDs with human hepatic cancer cells
(HuH-7 cells). Prior to imaging, the cytotoxicity of FGQDs
was evaluated on HuH-7 cells by measuring mitochondrial
dehydrogenase activity with 3-(4,5-dimethylthiazol-2-yl)-2,5-
diphenyl tetrazolium bromide (MTT) assay followed by 24 h
of incubation. As shown in Fig. 7, FGQDs at low

concentrations (1–100 mg ml�1) do not impose a considerable
toxicity to HuH-7 cells compared to the control (untreated)
groups.

On the basis of the toxicity evaluation, the bioimaging
potential of green luminescent FGQDs was assessed through
their treatment on HuH-7 cells. In this regard, the cells were
cultured with FGQDs for 4 h and examined under a uores-
cent microscope. The phase contrast image shows the pres-
ence of HuH-7 cells (Fig. 8a) and their corresponding nuclei,
shown in blue color, are stained with DNA specic DAPI stain
(Fig. 8b). The distribution of FGQDs in these HuH-7 cells was
examined through their intrinsic stable green uorescence
(Fig. 8c). The merged image (Fig. 8d) clearly shows that the
distribution of FGQDs is limited only in the cytoplasmic
region of HuH-7 cells. This indicates that the synthesized
FGQDs can be used as a uorescent tag for bioimaging
applications.

Unlike, routinely used organic dyes, FGQDs do not
suffer with the problem of quenching and are highly stable
under ambient conditions, which make them a strong
candidate for bioimaging along with other biomedical
applications.

Fig. 5 (a) FTIR spectra of synthesized FGQDs, (b) the XPS C1s spectra of FGQDs.

Fig. 6 Raman spectra of graphite and FGQDs.

Fig. 7 Cell viability (MTT assay) of human hepatic cancer cells (Huh7
cells) incubated with different concentrations (0–100 mg ml�1) of
FGQDs after 24 h (**P < 0.01, *P < 0.05).
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Conclusions

We have demonstrated a facile, rapid, cost effective and
upscaled synthesis of green luminescent FGQDs directly from
graphite powder. A pH dependent PL spectrum of FGQDs was
measured to probe their photoluminescence properties and no
drastic change in PL was observed. FGQDs have shown excellent
biocompatibility and imaging potential when examined against
human hepatic cancer cells (HuH-7 cells). Biocompatibility
and photostability of synthesized FGQDs makes it most the
suitable eco-friendly material for applications in bio-labeling
and bioimaging.
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Functional graphene–gold nanoparticle hybrid
system for enhanced electrochemical biosensing of
free cholesterol†

Shiju Abraham,a Narsingh R. Nirala,b Shobhit Pandey,c Monika Srivastava,d

Sunil Srivastava,e Bernd Walkenfortf and Anchal Srivastava*a

Realizing the unavailability of fast and reliable diagnostic techniques, especially for cholesterol

measurement, the present work reports the development of cost effective bioelectrodes based on a

reduced graphene oxide–functionalized gold nanoparticle (�25 nm) hybrid system (RGO–Fn Au NPs).

The electrodes fabricated by the electrophoretic deposition technique attest a synergistically enhanced

electrochemical sensing ability of 193.4 mA mM�1 cm�2 for free cholesterol detection, which is much

higher than that of the traditional RGO system. The electrochemical impedance studies (EIS) show low

charge transfer resistance, RCT, for the hybrid system which is 57% and 60% lower than those of RGO

and Au NPs respectively. Also higher loading capacity and enhanced kinetics have been realized for the

hybrid system, owing to lower Km value (0.005 mM) and enhanced rate constant (3.8 � 10�4 cm s�1) in

comparison with RGO and Au NPs. Moreover, the RGO–Fn Au NP platform promises a wider range of

cholesterol detection (0.65–12.93 mM), while simultaneously being capable of detecting as low as 0.34

mM of free cholesterol. Apart from better sensitivity, loading capacity, kinetics and detection range, the

system also has appreciable selectivity and stability. This supports its potential to be brought on field in

the near future for cost effective and reliable detection from the complex system of human serum.

Introduction

Hypercholesterolemia, which is a repercussion of the present
generation eating habits, occurs when the cholesterol level in
the body rises above the safe level of 200 mg dL�1 (5.17 mM).1

Failing to efficiently diagnose the increased level of cholesterol
in the human blood plasma results in fatal issues such as
cardiovascular diseases, coronary artery diseases, transient
ischemic heart attacks and atherosclerosis.2,3 This demands a
better and efficient system which can work selectively in the
complex system of blood, being affordable at the same time.
The traditional chemical approaches for the analysis of
cholesterol such as colorimetry, uorimetry, gas chromatog-
raphy/mass spectrometry and spectrophotometry suffer from
common drawbacks such as low selectivity and specicity due

to masking of the main chemical reaction with the interfering
side reactions. This is further aggravated by the involvement of
unstable and corrosive reagents.4 In contrast, electrochemical-
enzymatic biosensing procedures, unlike chemical methods,
show good specicity and selectivity for determination of free
cholesterol and other analytes in biological samples.2,5

It is important for a bioelectrode system to have better
physico-chemical, catalytic and surface properties in order to
ensure high loading of the analytes, enhanced electron transfer
rate and several fold increase in the signal to noise ratio. Ful-
lling these requirements, nanostructure based electro-
chemical biosensors were the rst to have received wide
attention in the last decade with the added advantage of
portability and inexpensiveness.6,7 Among the prominent
candidates, gold nanoparticles (Au NPs), which have been
extensively used in diverse biological applications owing to their
appreciable biocompatibility, are the most promising ones.8

These noble nanoparticles have unique properties such as the
plasmonic properties, large surface area for larger loading of
reactive molecules per particle and low cytotoxicity, which is
why they have been applied in diagnostics and therapeutic work
like labelling, delivery, sensing, and photothermal therapy.9–11

Above stated requirements for an efficient biosensor soon
paved the way for the graphene family as yet another promising
biosensing system owing to its ultra-high surface area and
peculiar electronic properties.12,13 Among the successful
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candidates in the graphene family, reduced graphene oxide
(RGO) based systems have shown appreciable potential for the
detection and monitoring of different biomolecules.14,15 This is
due to their enhanced electrochemical activities, bulk produc-
tion ability, enlarged conductivity, and high 2-D surface area
along with sufficient functional groups. Although RGO, with
restored conductivity, can perform comparatively well alone,
highly improved electrochemical activities and enhanced
sensitivity are reported when it is used as a matrix to combine
with metal and metal oxide nanoparticles to form efficient
hybrid systems. This diversies and improves its applicability as
required for current needs.16–18 Particularly, the importance of
combining RGO with Au NPs is prototypical providing better
properties which have been utilized for biosensing recently, for
e.g. in the detection of dopamine19 and glucose sensing.20

Hence acknowledging the potential of fabricating a metal
nanoparticle–RGO hybrid system, the present work proposes an
efficient reduced graphene oxide–functionalized gold nano-
particle (RGO–Fn Au NPs) composite system for efficient free
cholesterol sensing. For a comparative study the present work
fabricates thin lms of both RGO and RGO–Fn Au NP hybrid
system separately on indium tin oxide (ITO) coated glass
substrates. Additionally, the electrophoretic deposition tech-
nique (EPD) used for these electrodes' fabrication is both cost
effective and shows bulk production potential. This can be
understood from the estimated cost being as low as �0.2$ for a
single bioelectrode produced in our work. Typically, when
immobilized by cholesterol oxidase (ChOx) for cholesterol
detection via the cyclic voltammetry (CV) technique, a RGO–Fn
Au NP based electrode shows enhanced electrochemical sensi-
tivity in comparison to RGO. Finally this ecological system's
potential to be applied on eld is attested by its good biocom-
patibility, non-toxic nature and particularly high stability as
expected from the chemically stable combination of RGO and
Fn Au NPs in their composite form.21–23 With these advantages,
the system proves itself as a promising biosensing system which
can be brought on eld in the near future.

Experimental section
Materials

Graphite akes (NGS Naturgraphit GmbH, Germany), tetra-
chloroauric acid (HAuCl4), H2SO4, H3PO4, KMnO4, H2O2,
hydrazine hydrate, ammonia solution, ethanol, etc. used were of
technical grade. All the chemicals employed for the fabrication
of a cholesterol biosensor, namely, cholesterol oxidase (ChOx),
cholesterol, etc. were procured from Sigma-Aldrich.

Preparation of graphene oxide (GO), reduced graphene oxide
(RGO), gold nanoparticles (Au NPs) and their
functionalization

GO has been synthesized by the method proposed by Marcano
et al.7,24 {see the ESI†}. RGO has been prepared by following the
chemical method proposed by Dan Li et al.25 Further gold
nanoparticles were prepared by the trisodium citrate reduction
of a gold precursor.26 For the functionalization, 10 mL of Au NPs

aer centrifugation were re-suspended in 10 mL of DW as the
rst step. This Au NP solution was then treated with 1 mL of
MUDA (C11H22O2S, 20 mM) in ethanol and subsequently 5 mL
of DW was added to it. This combination was sonicated at 50 �C
for an hour and kept undisturbed for one day to obtain Fn
Au NPs.

Fabrication of RGO–Fn Au NP thin lm electrodes

First, the RGO–Fn Au NP hybrid system was prepared using a
combination of sonication and stirring at specic temperatures
{see the ESI†}. Thin lms of nanostructured RGO as well as
RGO–Fn Au NPs (2 mg dL�1 in acetonitrile) were then fabricated
over ITO electrodes via the EPD technique. Typically, a pre-
cleaned ITO-coated glass substrate having a sheet resistance of
30 U cm�1 was used as the working electrode and a platinum
foil (1 cm � 2 cm) was used as the counter electrode. Keeping
these electrodes parallel to each other in the desired RGO and
RGO–Fn Au NP colloidal suspension, thin lms of RGO and
RGO–Fn Au NPs were deposited on the ITO-coated glass plates
respectively. These thin lm coated electrodes were then
removed from the suspension, washed with deionized water
and dried.

Solution preparation and immobilization

A stock solution of 500 mg dL�1 (12.93 mM) of cholesterol was
prepared by dissolving cholesterol in a ask containing Triton
X-100 placed in a heat bath of 60 �C. This stock solution was
further diluted with a 0.02 M PB solution (pH 7.0) for preparing
different cholesterol concentrations (25 mg dL�1 to 500 mg
dL�1). RGO as well as RGO–Fn Au NP electrodes' COOH groups
were activated using the EDC–NHS coupling chemistry. For the
immobilization of ChOx onto RGO/ITO and RGO–Fn Au NPs/
ITO, 5 ml of ChOx (cholesterol oxidase (EC1.1.3.6 $ 50 U mg�1))
was used to cast lms over the electrodes. These bioelectrodes
were allowed to dry at 4 �C in a refrigerator. These activated
electrodes were then washed thoroughly using a PB solution
(pH � 7) and stored at 4 �C in a dry state until use. The MUDA
molecules in the Au NPs possess acid groups on their edges
providing extra binding points to the enzyme.

Characterization of the materials

The structural characterization of RGO and RGO–Fn Au NPs was
done by the X-ray diffraction (XRD) technique (D8 ADVANCE,
Bruker). The wavelength of Cu-Ka1 radiation of l ¼ 1.5405 Å
was used for obtaining the XRD pattern. The morphological
changes were investigated employing a scanning electron
microscope [FE-SEM (Zeiss, Merlin)] instrument operated at an
accelerating voltage of 20 V to 30 kV. The transmission electron
microscope (TEM) images were obtained using a Zeiss EM 902
instrument. The UV-Vis absorption measurements were carried
out with a Cary 5000 UV-Vis absorption spectrometer from
Varian employing the double beam mode. Fourier transform
infrared (FT-IR) spectroscopy (Perkin Elmer Spectrum 65, FT-IR
spectrometer) was employed for the identication of molecular
structures. The Raman measurements were performed on a
micro-Raman setup (HR LabRam inverse system, Jobin Yvon
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Horiba) using the 532 nm line from a frequency doubled
Nd:YAG laser (Coherent Compass). Electrochemical studies
(cyclic voltammetry) related to cholesterol detection were
carried out on an Autolab potentiostat/galvanostat. Electro-
chemical impedance spectroscopy (EIS) for the electrodes was
measured within the frequency range of 100 kHz to 1 Hz with a
5 mV amplitude using an applied potential of 0.2 V.

Results and discussion
Structural and spectroscopic studies

An X-ray diffraction (XRD) pattern was used to ngerprint the
RGO–Fn Au NPs (see ESI, Fig. S3†). The XRD pattern of RGO
exhibits an intense peak around 24.5�, which corresponds to the
(002) plane, and, a weak peak around 10� due to the contribu-
tion from unreduced graphene oxide.27 This d002 value along
with the broadness of the reection supports the restacking of
graphene sheets due to the loss of oxygen-containing functional
groups during the reduction process. Using Bragg's law, the
value of the d-spacing is calculated as 0.35 nm, for the diffrac-
tion peak at 24.5�. The other four peaks of 2q at 38�, 44�, 64� and
78� correspond to the Au NPs' reections at (111), (200), (220)
and (311) respectively.28

Fig. 1 shows the SEM micrographs of the RGO, Au NPs and
RGO–Fn Au NPs. Fig. 1(a) represents the RGO nanosheets with
their typical wrinkles and foldings. Furthermore the two
dimensionality of RGO extending to several micrometers
without losing uniformity can be observed. Fig. 1(b) indicates
Au NPs having a particle size of�25 nm, which sit on the Si/SiO2

substrate with appreciable uniformity. As expected due to less
adhesion of Au NPs with the Si/SiO2 substrate, the particle
density on the substrate is less. Sensitive backscattered electron
(BSE) detectors are used to visualize a rich qualitative compo-
sitional contrast and internal structure information with
similar resolution to that of secondary electron (SE) detectors.

Fig. 1(c) shows the BSEmicrograph of RGO–Fn Au NPs. Here the
Au NPs are strikingly identied owing to their enhanced
contrast with respect to the fade RGO background. Fig. 1(d)
shows the micrograph of a RGO–Fn Au NP hybrid system for a
relatively longer region. The image illustrates the uniform
distribution of the Au NPs which were adsorbed nicely on the
surface of RGO. Again in contrast to the Au NP density on the Si/
SiO2 substrate, that on RGO is quite high owing to good adhe-
sion properties between RGO and Au NPs. An EDX diagram can
be seen in the inset gure conrming the elemental analysis of
the RGO–Fn Au NP system. As expected mainly carbon, oxygen
and gold were present in the composite system supporting the
purity of the formed composite. The presence of sodium
content in the spectrum is due to the unreacted reducing agent,
trisodium citrate used for Au NP synthesis and also may be from
the quality of acids used for the synthesis of graphene oxide.

TEM results of RGO, Au NPs and RGO–Fn Au NPs are
depicted in Fig. 2. Few layered RGO nanosheets of long homo-
geneity with several nanometer-long wrinkles are visible in
Fig. 2(a). Fig. 2(b) shows the TEM micrograph of Au NPs of �25
nm in a more distinguishable manner, showing their almost
spherical and oval shape. Fig. 2(c) indicates the RGO–Fn Au NP
system in which Au NPs are well decorated on the RGO surfaces
with some of them encapsulated by the RGO sheet.

Raman spectroscopy is a well-known, non-destructive tech-
nique to distinguish between sp2 and sp3 hybridization in
carbonaceous materials as well as to identify the number of
layers present in graphene.29–32 The two main characteristic
Raman bands present in almost all carbon-based materials are
the G-band and D-band. Fig. 3 represents the optical micro-
graph and Raman mapping of RGO–Fn Au NPs taken in an area
of 140 � 140 mm to get precise information about the chemical
homogeneity on a larger scale. As the Au NPs do not show any
signicant signature in the composite system, the mapping
shows information regarding the intensity distribution of
different bands observed in RGO. Fig. 3(a) shows the optical
micrograph of the RGO–Fn Au NP sheets on a glass substrate.
Fig. 3(b) shows the Raman spectrum of the sample. Here, an
intense G-band and prominent D as well as 2D bands can be
observed. It is clearly visible that the intensity ratio of I2D/IG is
less than 1 (�0.4), which is an indication of the system's
decreased disorderness and better reduction while forming the
composite. This also suggests that denitely a single layer
reduced graphene oxide is not formed in the electrode; however,
the full width at half maximum (FWHM) for the 2D band attests
that the number of layers is restricted to �5 or even less. The
calculated FWHM at 2704 cm�1 is �68 cm�1, and according to
the report of Hao et al.,33 FWHM broadens with increasing
number of layers, reaching a value of 66.1 � 1.4 cm�1 for ve
layers of graphene, which almost matches with the calculated
FWHM in our case. Alternatively, this broadening of FWHM (in
comparison to�27.5� 3.8 cm�1 FWHM for a single layer) could
also be attributed to the presence of non-uniform number of
layers which affects the double resonance process leading to
such levels of broadening even when a combination of bi-layer
and few layers is present. Fig. 3(c) shows the D-band region
(1300–1380 cm�1). While some areas in the mapping show the

Fig. 1 Scanning electron microscopic (SEM) images of: (a) RGO
nanosheets with folding and micrometers of uniformity in lateral
dimensions; (b) Au NPs with an average size distribution of�25 nm; (c)
back scattered image of RGO–Fn Au NPs which shows clear contrast
of Au NPs with respect to RGO sheets; and (d) RGO–Fn Au NP
composite system with long range uniformity showing a nice distri-
bution of Au NPs over as well as on the folding and defects of RGO.
The inset shows the EDX of the RGO–Fn Au NP composite system
showing the elemental combination of carbon, oxygen as well as Au.

This journal is © The Royal Society of Chemistry 2015 Anal. Methods, 2015, 7, 3993–4002 | 3995
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presence of dense intensity distribution, the other areas have
homogeneous distribution of disorderness. The dense areas
indicate the oxidized regions of GO and the disorder induced
through the presence of functionalized gold nanoparticles.
Fig. 3(d) shows the G-band region (1550–1610 cm�1). The cor-
responding intensity distribution map is in accordance with the
optical image, indicating the system's purity. Fig. 3(e) indicates
the 2D-band region (2650–2750 cm�1), which is well
pronounced, conrming RGO's few layered nature as attested
by the considerable intensity of the 2D band to give the ratio
I2D/IG an appreciable value (�0.4).29

Electrochemical characterization and cholesterol sensing

Amperometric biosensors work by the production and moni-
toring of current on the application of potential between two
electrodes. In mediated biosensors enzymes donate electrons to
mediators or electrochemically active articial electron accep-
tors, which are effective in reducing the electrochemical inter-
ferences. The process requires the cycle of enzyme–substrate
redox reaction followed by re-oxidization by the mediator. The
electrodes measure the concentration of O2 or the product H2O2

in the enzymatic reaction.

Fig. 2 Transmission electron microscopic (TEM) images of: (a) RGO nanosheets of few layers with wrinkles and folding; (b) Au NPs with an
average size of �25 nm; the shape of the particles are spherical and oval in nature. (c) RGO–Fn Au NP hybrid system with Fn Au NPs nicely
attached to the surfaces and foldings of few layered RGO nanosheets.

Fig. 3 Raman mapping of RGO–Fn Au NPs taken at a scanning area of 140 � 140 mm using an excitation source of 532.5 nm: (a) optical
micrograph of the scanned area; (b) Raman spectra of RGO–Fn Au NPs; Raman intensity mapping for the (c) D-band region (1300–1380 cm�1),
(d) G-band region (1550–1610 cm�1) and (e) 2D-band region (2650–2750 cm�1).
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The schematic representation of the electrochemical sensing
set up used for cholesterol sensing is shown in Fig. 4. In this
schematic, part (a) shows the EPD set up used for the fabrica-
tion of both RGO as well as RGO–Fn Au NP electrodes. One of
the produced electrodes, i.e., RGO–Fn Au NP thin lm electrode
on an ITO coated glass substrate, is shown in part (b), display-
ing the presence of functional groups. Part (c) shows the ChOx
enzyme immobilization on RGO–Fn Au NPs through EDC–NHS
coupling reaction. The resulting ChOx immobilised bio-
electrode and the electrochemical reactions are illustrated in
part (d). A known concentration of cholesterol is added to the
electrochemical cell containing three electrodes. The cell
comprises of RGO/ChOx/ITO or RGO–Fn Au NP/ChOx/ITO bio-
electrodes as the working electrode, platinum foil as the counter
electrode and Ag/AgCl as a reference electrode in 50 mM
phosphate buffer saline (PBS) of pH 7.0 containing 5 mM of
[Fe(CN)6]

3�/4�. The current produced from the electrochemical
reaction is interfaced through a potentiostat/galvanostat and
nally the signals are interfaced to the computer.

The cyclic voltammogram (CV) studies of ITO, RGO/ITO,
RGO–Au NP/ITO, RGO/ChOx/ITO and RGO–Au NP/ChOx/ITO
electrodes, in PBS (pH � 7) containing 5 mM [Fe(CN)6]

3�/4� are
shown in Fig. 5(A). The oxidation peak current of 0.53 mA cor-
responding to the bare ITO based electrode is observed.
However, the current increases to 0.77 mA in the case of a RGO/
ITO electrode owing to its good electrical conductivity as well as
the ability to function as a good platform for electron transfer. A
RGO–Fn Au NP/ITO system shows much enhanced current (0.92
mA) than RGO/ITO due to the synergistically enhanced elec-
trocatalytic activity on combining Au NPs with RGO. Aer the
ChOx immobilization with RGO/ITO, the response current gets
reduced to 0.59 mA and in the case of ChOx/RGO–Fn Au NPs/
ITO, it comes down to 0.65 mA.

Here in these bioelectrodes, the redox active sites are deeply
embedded in the ChOx bienzyme macromolecular structure.
The insulating characteristics of these enzymes explain the
above-mentioned reduction in current when compared to their
non-immobilized counterpart. However, the dominant behavior
of the composite system persists. Furthermore due to reduced
conductivity of these bioelectrodes, the oxidation peak potential
shis towards a higher positive value as compared with that of
the non-immobilised electrodes.

The electrochemical impedance is observed when current
ows through a circuit consisting of resistors and capacitors or
inductors. The equivalent circuit which can be used to measure
the electrochemical impedance, i.e. the Randles circuit [inset
Fig. 5(B)], is composed of solution resistance RS, charge transfer
resistance RCT and double-layer capacitance Cdl or constant
phase element (CPE).34 The Nyquist plot used to nd the RCT for
all electrodes is shown in Fig. 5(B). The semicircle diameter,
which indicates the magnitude of the RCT, is associated with the
dielectric and insulating characteristics across the electrode/
electrolyte interface. The RGO electrode shows an RCT value of
350 U, whereas, Au NPs show 383 U as the RCT value. However,
in the case of the hybrid system, i.e. RGO–Fn Au NPs, the RCT
value is as low as 151 U as denoted by the smallest semi-circle.
This supports the fast charge transfer kinetics of RGO–Fn Au
NPs as compared to RGO as well as Au NPs, following higher
separation efficiency of electrons and holes. Furthermore, as
expected, the RCT value of this composite system increases to
399 U aer immobilization with ChOx owing to lower conduc-
tivity of ChOx. Evidently, the increase in the RCT value indirectly
supports the binding of ChOx onto RGO–Fn Au NPs.

Fig. 5(C) further supports RGO–Fn Au NPs' dominance over
RGO for faster electron transfer owing to their much higher
diffusion coefficient (D)35 and standard heterogeneous rate

Fig. 4 Schematic representation of the cholesterol sensing process: EPD set up for the fabrication of RGO and RGO–Fn Au NP thin films; (b)
electrophoretically fabricated RGO–Fn Au NP thin film on an ITO substrate; (c) immobilization of ChOx on RGO–Fn Au NPs by EDC–NHS
coupling; and (d) the immobilized RGO–Fn Au NP bioelectrode and the electrochemical reaction while adding cholesterol to the electro-
chemical cell containing the bioelectrode.

This journal is © The Royal Society of Chemistry 2015 Anal. Methods, 2015, 7, 3993–4002 | 3997
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constant (Ks) calculated using the Klingler and Kochi36 equa-
tion, i.e. eqn (1).

Ks ¼ 2:18

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
DanFv

RT

�s
exp

�
� a2nF

RT

�
Ea

p � Ec
p

��
(1)

ip ¼ Constant nFACO
�
nFvD

RT

�
(2)

In above equations, R is universal gas constant, F is Faraday
constant in C mol�1, a is transfer coefficient (for ITO: a ¼ 0.165,
RGO/ITO: a ¼ 0.215 and RGO–Fn Au NPs/ITO: a ¼ 0.268), Ep is
oxidation peak potential, n is scan rate and T is the temperature
in Kelvin. In the present study, the D value was determined using
the Randles–Sevcik equation. Here the RGO–Fn Au NPs show a
higher D value of 1.5 � 10�7 cm2 s�1 and Ks value of 3.8 � 10�4

cm s�1 whereas bare ITO shows the least D and Ks values, 4.97�
10�8 cm2 s�1 and 1.7 � 10�4 cm s�1 respectively. Consistently,
the RGO electrode showed intermediateD and Ks values of 1.05�
10�7 cm2 s�1 and 3.02 � 10�4 cm s�1 respectively. These
enhanced D and Ks values for RGO–Fn Au NPs are aroused due to
the synergistic effect of conductive 2-dimensional RGO sheets in
combination with the good catalytic effect of Au NPs. These
calculations further attest the selection of such a hybrid system
as a much suitable electrode material for the fabrication of a
highly sensitive and selective cholesterol biosensor.

Electrochemical response studies of RGO/ChOx/ITO and
ChOx/RGO–Fn Au NPs/ITO have been summarized in Fig. 6. The
measurements were carried out as a function of cholesterol
concentration using cyclic voltammetry in a PBS solution
{50mMPBS (pH 7, 0.9%NaCl) containing 5mM [Fe(CN)6]

3�/4�}.
The observations show an increase in the magnitude of current
for the bioelectrodes as the concentration of cholesterol was
increased (from 25 mg dL�1 to 500 mg dL�1) in cases of both
ChOx/RGO/ITO and ChOx/RGO–Fn Au NP/ITO bioelectrodes.
Fig. 6(a) shows the CV response voltage vs. current plot of ChOx/
RGO/ITO and the curves from ‘a’ to ‘h’ indicate different
concentrations of cholesterol from 25 to 500 mg dL�1 which
include the following concentrations: 25, 50, 100, 150, 200, 300,
400 and 500 mg dL�1. In Fig. 6(b) tting of the calibration plot
relating the anodic peak current and cholesterol concentrations
for RGO/ITO shows a distinct linear region within the concen-
tration range of 50–500 mg dL�1. Using this several electro-
chemical sensing parameters can be calculated. The detection
range for the RGO/ITO bioelectrode comes out to be 25–500 mg
dL�1 (0.65–12.93 mM) with a detection limit of 10 mg dL�1 (0.26
mM), low enough to measure the cholesterol level in human
serum. The criterion used for the calculation of the detection
limit is 3s/m, where ‘m’ is the slope and ‘s’ is standard deviation
(SD) of the calibration graph. Furthermore, the sensitivity of the
RGO/ITO bioelectrode is found to be 116 mA mM�1 dL�1 which
itself is better than several earlier reports (see Table 1). In

Fig. 5 (A) CV response of (a) RGO–Fn Au NP/ITO; (b) RGO/ITO; (c) RGO–Fn Au NPs/ChOx/ITO; (d) RGO/ChOx/ITO; and (e) ITO electrodes. (B)
Nyquist plot of RGO, Au NP, RGO–Fn Au NP and RGO–Fn Au NP/Ch-Ox electrodes in PBS (pH ¼ 7) containing 5 mM [Fe(CN)6]

3�/4�. (C) Bar plot
of parameters Ks and D for ITO, RGO and RGO–Fn Au NP electrodes.
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addition, the accuracy of curve tting can be acknowledged by
the regression coefficient (R2) value of 0.9952. Fig. 6(c) shows
the CV response of RGO–Au NPs/ChOx/ITO for the cholesterol
concentrations of 25 to 500 mg dL�1 denoted by the curves ‘a’ to
‘h’. Clearly the magnitude of the current difference in ChOx/
RGO–Fn Au NPs/ITO is higher than that of the ChOx/RGO/ITO
system. The tted calibration plot for ChOx/RGO–Fn Au NPs/
ITO shows its linear behavior from 25 to 500 mg dL�1 as shown
in Fig. 6(d). The linear range in this case is better than that of
ChOx/RGO/ITO and so are the sensing parameters. The ChOx/
RGO–Fn Au NP/ITO system shows a lower detection limit of
13 mg dL�1 (0.33 mM) tted perfectly with an ‘R2’ value of
0.9941. Additionally, an enhanced sensitivity of 193.35 mA
mM�1 dL�1 is observed in this case which supersedes that of a
bare RGO/ITO bioelectrode. This improvement is credited to the
synergistic presence of the Au NPs along with the RGOmatrix in
improving the electrochemical properties.

Additionally, ferri/ferrocyanide was used as an inorganic
mediator to work as an articial electron transferring agent.
This mediator can readily participate in the redox reaction with
the biological molecule and boost the electron transfer. The

specialty of these mediators lies in their ability to regenerate
close to the electrode surface via electrochemical reaction
thereby enabling the electrochemical reaction to take place at
the characteristic potential of the mediator. Even in the pres-
ence of only a small amount of biological molecules, the current
enhances signicantly signifying a rapid chemical reaction.
Hence clearly, as the fundamental premise, in this cholesterol
sensing process, the observed current is related to the concen-
tration of the biomolecules present (here cholesterol). The
enzymatic reaction is as follows:

Cholesterolþ 2
	
FeðCNÞ6


3� þH2O ������!ChOx

Cholestenoneþ 2Hþ þ 2
	
FeðCNÞ6


4�
(3)

	
FeðCNÞ6


4� ���������������������!ChOx�RGO�Fn Au NPs=ITO 	
FeðCNÞ6


3� þ e�1 (4)

During the above biochemical reaction (shown in eqn (3) and
(4)), ChOx catalyzes in the presence of oxygen and cholesterol
gets oxidized to cholestenone and H2O2. The O2 in this reaction

Fig. 6 Electrochemical response studies using CV of (A) the ChOx/RGO/ITO bioelectrode as a function of cholesterol concentrations (25–500
mg dL�1); (B) fitted calibration plot between anodic peak current and cholesterol concentrations for RGO (50–500mg dL�1); (C) electrochemical
response studies of the ChOx/RGO–Fn Au NP/ITO bioelectrode as a function of cholesterol concentrations (25–500 mg dL�1); and (D) fitted
calibration plot for RGO–Fn Au NPs (25–500 mg dL�1).

This journal is © The Royal Society of Chemistry 2015 Anal. Methods, 2015, 7, 3993–4002 | 3999
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originates from the PBS buffer solution. The electro-oxidation
current of H2O2 can be monitored by applying a suitable
potential to this system. The extra potential required for the
oxidation/reduction of H2O2 can be reduced by immobilizing
the ChOx enzyme in a suitable immobilization matrix. Here the
RGO/ITO and RGO–Fn Au NPs/ITO are found to be one of the
most suitable and cost effective matrixes to serve the same
purpose. During the electrochemical reaction, the electrons
generated will be transferred to the electrodes via an Fe(III)/Fe(IV)
redox probe that will result in translation of the signal in the
form of current. So in this process, the corresponding increase
in current is a direct indication of total cholesterol added to the
system.

Michaelis–Menten constant (Km), a well known enzyme and
substrate kinetics parameter, has been estimated for the bio-
electrodes in the present work using the Lineweaver–Burke
plot37 revealing the strong affinity of the enzyme towards the
desired analyte. The Km value has been calculated using eqn (5).

i

is
¼ Km

imax

1

C
þ 1

imax

(5)

where, ‘C’ is the concentration of mediator in mol cm�3, ‘imax’ is
the maximum peak current and ‘is’ is the starting current. The
calculated value of Km for the ChOx/RGO/ITO bioelectrode is
0.4 mg dL�1 (0.01 mM) while for ChOx–RGO–Au NPs/ITO, it is
0.2 mg dL�1 (0.0051 mM), smaller than most of the earlier
reports (Table 1). Such a low Km value of ChOx–RGO–Au NPs/
ITO suggests that the electrode matrix used here helps immo-
bilized cholesterol oxidase to achieve a better conformation for

faster enzymatic reaction. Thus, the ChOx–RGO–Au NPs/ITO
provides a better platform for electron transfer between the
immobilized enzyme and the electrode substrates and plays the
major role in enhancement of electrochemical response. These
results have been further corroborated by DFT calculations,
which attest enhanced electron density distribution for the
RGO–Au NP system in comparison with the bare RGO system
(see the ESI†).

To investigate the viability of the fabricated biosensor, we
have conducted the reproducibility, specicity and stability
measurements and the results further conrm RGO–Fn Au NPs/
ITO as a promising candidate in biosensing, which combines
the advantages of both graphene as well as metal nanoparticles
of gold, which themselves are good biosensing materials.

The specicity of cholesterol towards RGO–Fn Au NP/ChOx/
ITO bioelectrodes along with other analytes has been checked.
The negligible effect of interference on the corresponding peak
current response of the RGO–Fn Au NP/ChOx/ITO biosensor
inspite of the presence of interferents such as glucose (100 mg
dL�1), ascorbic acid (0.05 mM) and urea (1 mM) in phosphate
buffer (0.2 M, pH 7.0), marks its high selectivity for effectively
detecting cholesterol, which is important for the material to
perform appreciably in complex human serum {ESI, Fig. S5(a)†}.
The stability of the RGO–Fn Au NPs/ChOx/ITO biosensor
is monitored for nine weeks by measuring the peak
current response with respect to time at a regular interval
of one week. The RGO–Fn Au NP/ChOx/ITO biosensor has
shown a slightly decreased peak current response (�9.2%) aer
nine weeks when stored under refrigerated conditions (4 �C)

Table 1 Comparison table of sensing performance of different electrochemical biosensors for the determination of cholesterola

System no. Electrode material
Determination
method

Detection range
(mM)

Detection
limit (mM)

Sensitivity
(mA mM�1)

Km value
(mM)

Stability
(days) Ref.

Present work Ch-Ox/RGO–Fn Au NPs Amperometric 0.65–12.93 0.33 193.3 0.005 9 weeks Present
work

Present work Ch-Ox/RGO Amperometric 1.3–12.93 0.26 116 0.01 6 weeks Present
work

System 1 Cu2S NRS/CRIE Amperometric 0.01–6.8 0.0001 62.5 — 30 days,
92.5%

38

System 2 PEO-co-PPy/ChOx/Pt foil Amperometric — — 13.32 1.47 30 days 39
System 3 AuPt–Ch–IL/GCE Amperometry 0.05–6.2,

6.2–11.2
0.01 90.7 0.24 30 days,

90%
40

System 4 MWCNT–chitosan–
Pt–cholesterol

Amperometry 0.005–0.3 0.004 44 — 7 days,
60%

41

System 5 Ti/NPAu/ChOx–HRP–ChE CV 0.97–7.8 0.012 29.33 0.64 60 days,
95%

2

System 6 ITO(PEI/Hb)5(PEI/COx)10 Amperometric — 0.016 93.4 — 15 days 42
System 7 (PAH–MCNTs–GNPs/HRP)4/

(PAH–MCNTs–GNPs/ChOx)4
CV 0.18–11 0.02 0.3873 — 25 days,

90%
43

System 8 G/PVP/PANI nanocomposites Amperometry 0.05–10 0.001 34.77 — 14 days,
89.1%

44

System 9 AuE/dithiol/AuNPs/MUA/ChOx CV 0.04–0.22 0.034 9.02 0.062 30 days,
95%

45

System 10 NiFe2O4/CuO/FeO–Ch/ChOx DPV 0.13–12.95 0.81067 16.54 0.21 90 days 46

a Note: DPV – differential pulse voltammetry, NRS – nanostructure, CRIE – Cu rod integrated electrode, PEO-co-PPy – poly(ethyleneoxide)/
polypyrrole, Ch – chitosan, IL – ionic liquid, GCE – glassy carbon electrode, HRP – horseradish peroxidase, PEI – poly(ethylene imine), Hb –
hemoglobin, PAH – poly(allylamine hydrochloride), MCNTs – multiwalled carbon nanotubes, G – graphene, PANI – polyaniline, PVP –
polyvinylpyrrolidone, GNPs and Au NPs – gold nanoparticles, MUA – 11-mercaptoundecanoic acid.
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{ESI, Fig. S5(b)†}. This shows the good stability of the fabricated
biosensor for a longer period of time and which in turn shows
its potential to be brought on eld with no degradation issue
during transportation and long term use. Similarly, the repro-
ducibility of the bioelectrodes of RGO–Fn Au NPs/ChOx/ITO
used for the fabrication of cholesterol biosensors has been
determined in terms of the peak current response. For checking
this, ve different RGO–Fn Au NP/ChOx/ITO bioelectrodes were
prepared under the same set of conditions and procedures. No
appreciable change in the peak current response was recorded
conrming its high reproducibility {see ESI, Fig. S5(c)†}.

Table 1 attests better sensing parameters of the proposed
RGO–Fn Au NP/ITO matrix as compared to the RGO/ITO system
and the earlier reported data for various matrixes. The table
places our electrode apart when compared to several types of
materials systems. Clearly, the earlier reported metal/metal
oxide nanostructure based systems (System 3, 5, 9 and 10) had a
much better Km value than that of a metal–polymer based
system (System 2) but our RGO–Fn Au NP/ITO system beats the
metal/metal oxide nanoparticle systems itself by an order of two
in Km value, thus attesting its good affinity for bioanalytes.
Similarly, the comparison of sensitivity shows that our RGO–Fn
Au NP/ITO system beats metal/metal oxide nanostructure
system (Systems 1, 3, 5, 9 and 10), carbon–metal nanostructure
system (System 4), and metal–carbon–polymer nanostructured
system (System 7) by an order of one. Furthermore, it beats the
polymer based system (System 6) by an order of three and
carbon–polymer nanostructured system (System 8) by an order
of two. This attests the system's commendable sensitivity in
cholesterol detection. Moving ahead, the system has a good
detection range covering normal plus excess levels of choles-
terol usually found in human systems. Simultaneously,
although the detection limit is not very low it is more than
enough to cover the cholesterol range found in human systems.
Thus, we have a sensor which can load analytes better (better Km

value), detect an appreciable range of cholesterol (good detec-
tion range), and do this at an enhanced rate (better Ks value),
while promising great stability of about 9 weeks. These
enhanced sensing parameters owing to the combination of
large surface area of the RGO and conductive nature of gold
nanoparticles, when combined with good biocompatibility and
surface adsorbtion properties result in a commendable elec-
trocatalytic system for cholesterol detection.

Conclusions

In conclusion, the present work reports a RGO–Fn Au NP hybrid
system as a promising electrode platform for the electro-
chemical sensing of free cholesterol. Both the materials and the
chemical synthesis route used are economical and the products
have been well characterized by XRD, SEM, FTIR and Raman
mapping. Bioelectrodes were fabricated by depositing thin lms
of RGO as well as RGO–Fn Au NPs on separate ITO substrates
via a cost effective and fast EPD technique, having potential for
bulk production. To attain maximum efficiency restacking of
RGO was resisted by immobilizing with ChOx aer EDC–NHS
coupling. A comparative electrochemical sensing study of these

bioelectrodes conrms synergistically enhanced sensing ability
of the newly proposed RGO–Fn Au NP hybrid system over the
traditional RGO system. A cyclic voltammetric study shows that
when used alone, RGO's sensitivity is limited to 116 mA mM�1

cm�2; however, when coupled with nanoparticles of Au, the
resulting RGO–Fn Au NP hybrid system shows a much higher
sensitivity of 193.35 mA mM�1 cm�2 when tested for the same
range of cholesterol. These experimental ndings have been
corroborated by density functional theoretical (DFT) calcula-
tions using Gaussian09 soware which attest enhanced elec-
tron density distribution in the case of the RGO–Fn Au NP
hybrid system. Furthermore, the composite formation also
favourably increases the chemical stability to about nine weeks,
with good reproducibility and biocompatibility. Additionally,
these enhanced sensing and stability benets are achieved
economically, with a single hybrid system based bioelectrode
costing just �0.2$. Thus, the proposed RGO–Fn Au NP hybrid
system shows promising potential to be used on eld for H2O2

sensing, enabling critical clinical diagnostics.
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ABSTRACT: Most of the reports suggest that liquid exfoliated WS2-QDs are unstable; therefore the need of present day is to
develop a novel synthesis route for producing long-term stable WS2-QDs. Herein, we report a bottom-up single-step
hydrothermal growth of in situ functionalized blue fluorescent WS2-QDs with stable fluorescence in aqueous media without
subsequent treatments. Presence of various functional groups over the surface of f-WS2-QDs provides high solubility and
stability to f-WS2-QDs in aqueous media preserving its fluorescence. Further, photoluminescence property of f-WS2-QDs has
been employed to devise an optical sensor with a high sensitivity (KD ∼ 104 M−1) and selectivity for ferric (Fe3+) ions. Under
the optimal condition, response of the sensor is found to be linear in the range of 0−55 μM with a limit of detection (LOD) of
1.32 μM, which is within the maximum permissible level of Fe3+ (∼5.4 μM) in human drinking water by the USEPA. Further,
we have also carried out a detailed evaluation on fluorescence quenching kinetics of f-WS2-QDs. Nonlinear behavior of S−V
plot and TRPL measurements suggest that quenching is a mixed phenomenon of dynamic as well as static processes. Finally we
have proposed a mechanism for fluorescence quenching of f-WS2-QDs in the presence of Fe3+.

KEYWORDS: WS2, quantum dots, hydrothermal synthesis, quantum yield, TRPL, fluorescence quenching

■ INTRODUCTION

In the post-graphene era, a great sensation has been observed
in the current research on layered transition metal
dichalcogenides (LTMDs) of few-to-monolayer nanocrystals
(NCs) or quantum dots (QDs) of MoS2, WS2, MoSe2, etc.,
which have been conceived as best substitutes of graphene and
carbon QDs.1−4 In this LTMDs series, 2D WS2 has aroused
even greater attention owing to its controllable band gaps as a
function of layer numbers with remarkable optical and
electronic properties.5−7 WS2 is a van der Waals layered
material with hexagonal lattice structure arranged in triple
layers (S−W−S); each layer has a thickness of 6 Å with strong

in-plane covalent bonding and weak out-of-plane van der
Waals interactions.8 Further, by reducing the lateral size of 2D
WS2 sheet in 0D WS2-QDs, one can acquire excellent
electrical/optical behaviors from these NCs due to their
strong quantum confinement and edge effects.9 In addition to
this, WS2-QDs possess larger surface to volume ratio and much
more active sites beyond monolayer 2D WS2, which may be
beneficial for sensing, catalysis, bioimaging, etc. To date,
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several “top-down” routes have been reported for producing
WS2-QDs, which include liquid phase exfoliation, intercalated
exfoliation of bulk WS2 followed by hydrothermal scissoring,
ultrasonication, etc.4,10−13 For instance, Lin et al. synthesized
WS2-QDs using potassium ions (K+) intercalation of bulk WS2
flakes followed by ultrasonication.9 However, removal of the
K+ ions led to the instability to WS2-QDs.

2,9,13 Zhao et al.
reported synthesis of WS2-QDs by exfoliating bulk WS2
through H2SO4 intercalation.

14 This method requires a tedious
and time-consuming post-treatment of lipoic acid conjugated
poly(ethylene glycol) on the surface of WS2-QDs. Zhang et al.
synthesized WS2-QDs through ultrasonic crushing of WS2
powder for 12 h. But this synthesis approach also requires a
second step of L-cysteine coating over WS2-QDs surface for
their protection.15 In another report Xian et al. described the
synthesis of water-soluble WS2-QDs through ultrasonication of
WS2 powder in the presence of CTAB followed by hydro-
thermal scissoring.10 CTAB (ionic surfactant) stabilizes WS2-
QDs in water and prevents its agglomeration; however, it is
known to possess cytotoxicity which is not suitable for
biological applications. Besides these, several other reports are
available showing the importance of surface passivation/
functionalization of QDs to make them stable and biocompat-
ible. However, all these reported methods followed tedious and
time-consuming post-processing of the sample to achieve the
same. Moreover, earlier reports also suggest that QDs without
passivation or surface functionalization lead to weak
fluorescence due to agglomeration.16,17 Therefore, for the
best exploitation of WS2-QDs potential, it must remain
fluorescent and stably dispersed in water and biological fluids,
which can be achieved through surface passivation/function-
alization of it. Thus, there is a great challenge to develop a
cost-effective, environment friendly, facile, and high yield
strategy to produce water-soluble in situ functionalized WS2-
QDs with stable fluorescence.
Fe3+ is the most important and essential ion for the

metabolic process of all the living systems. It is involved in
oxygen metabolism, and by virtue of its redox chemistry as well
as high affinity for oxygen, it facilitates electron transfer in
DNA and RNA synthesis.18 Its deficiency and excess both from
normal permissible level can induce a variety of diseases. For
example, iron deficiency (hypoferremia) causes anemia, liver
damage, diabetes, cancer, and Parkinson’s diseases and
accumulation of iron (hyperferremia) causes oxidative stress,
hemochromatosis, and Alzheimer’s and neurodegenerative
diseases due to over production of H2O2, etc.

19,20 Inappro-
priate treatment of metal ions can also lead to metal ion
contamination, which has become a critical environmental
issue in developing countries. Hence, the determination of Fe3+

in the biological systems and aquatic environment is of
burgeoning interest for effectively monitoring and controlling
the metal ion concentration. In this aspect, the development of
metal ion sensors is a hot, yet challenging topic. In this context,
many efforts have been devoted for developing accurate,
sensitive, and selective approaches for metal ion detection,
such as inductively coupled plasma mass spectrometry,
voltammetry, fluorescent sensor, etc.21−23 Among these,
fluorescence based sensor is most appealing due to its inherent
simplicity, high sensitivity, and freedom from sophisticated
instrumentations.18,24

Although MoS2-QDs has been synthesized using hydro-
thermal method,25−27 however to the best of our knowledge,
for the first time, we demonstrate a novel, scalable single-step

“bottom-up” hydrothermal approach for producing nanometer
sized, good quality, monodispersed in situ functionalized
fluorescent WS2-QDs. Owing to its nanometer size, the as-
synthesized f-WS2-QDs give highly intense blue fluorescence
(λ ∼ 410 nm) in UV-light which can be easily visualized by
naked eye under UV lamp (∼365 nm). The reagents used in
present synthesis approach are Na2WO4·2H2O and L-cysteine.
Also the present method does not require any additional
surface passivation agents and post-synthesis processing, which
makes it more attractive as compared to the other reports on
the synthesis of WS2-QDs.

9,10
L-Cysteine causes the self-

passivation of QDs and hence provides stability to the QDs in
aqueous media. Further, for the proof of concept we have also
demonstrated that our as-produced f-WS2-QDs have potential
to be applied as fluorescent probe for highly sensitive (KD ∼
104 M−1) and selective detection of Fe3+ ions. Under the
optimal condition response of the sensor is found to be linear
in the range of 0−55 μM with a LOD of 1.32 μM. Apart from
this, we have also carried out a detailed kinetic study to unveil
the interaction between f-WS2-QDs and Fe3+ ions. S−V plot
and time-resolved photoluminescence (TRPL) study reveal
that fluorescence quenching is a mixed phenomenon of both
static and dynamic processes. We have also proposed a
mechanism for fluorescence quenching of f-WS2-QDs in the
presence of Fe3+.

■ EXPERIMENTAL SECTION
Reagents and Chemicals. All the reagents used in the present

work were of analytical grade and used without any further
purification. Sodium tungstate dihydrate (Na2WO4.2H2O) was
obtained from Hi-media Chemicals, India. It was used as starting
material for the synthesis of f-WS2-QDs. L-Cysteine and hydrochloric
acid (HCl) were procured from Merck, India, and Molychem
Chemicals India, respectively. Deionized (DI) water was used as
solvent material in hydrothermal synthesis as well as for all the optical
and sensing measurements of f-WS2-QDs. The stock solutions of
different metal ions (0.1 M) such as Na+, K+, Ca2+, Al3+, Cd2+, Zn2+,
Ni2+, Hg2+, Fe2+, Pb2+, Cu2+, and Fe3+ were freshly prepared by
dissolving their nitrate salts in water.

Techniques Used for Material Characterizations. Trans-
mission electron microscopic (TEM) and high-resolution trans-
mission electron microscopic (HR-TEM) images of f-WS2-QDs were
obtained through Tecnai G2 TEM (FEI, USA) operated at 200 kV.
The atomic force microscopic (AFM) image of f-WS2-QDs was
acquired using JPK NanoWizard 4 (JPK Instruments AG, Germany)
using gold-coated silicon tips (tip radius, 2−12 nm) (SNL-10 probe;
Camarillo, CA) with a spring constant of 0.35 N/m in quantitative
imaging (QI) mode. For AFM imaging, the sample was drop-cast on a
freshly cleaved mica surface. For the evidence of the chemical
composition of the f-WS2-QDs, X-ray photoelectron spectra (XPS)
were recorded in multiprobe surface analysis system (ESCA2000 VG
Microtech Inc.) using monochromatic Mg Kα (1253.6 eV) radiation
source. The base pressure of the instrument was maintained in the
range of 10−10−10−11 Torr during the sample analysis. The pass
energy of the scans was fixed at 10 eV with a spectral resolution of
∼0.1 eV. All the reported binding energies in the present work are
calibrated to the C 1s peak at 284.6 eV. Raman spectra of the as-
synthesized f-WS2-QDs were recorded at room temperature with a
Renishaw inVia Raman spectrophotometer (Germany), equipped
with a diode pump solid-state laser of wavelength 532 nm. Laser beam
was incident on the sample with a 50× objective at a constant laser
power of 5 mW mm−2. Absorption spectra of as-synthesized material
were recorded using UV−vis spectrophotometer (PerkinElmer, USA)
having a quartz cuvette of standard 10 mm path length. Static
photoluminescence (PL) and lifetime spectra of f-WS2-QDs were
recorded using fluorescence spectrophotometer (PerkinElmer, USA)
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and time-resolved photoluminescence (TRPL) spectrophotometer
(FLS920, Edinburgh, UK), respectively.
Synthesis of f-WS2-QDs. As shown in Figure 1, f-WS2-QDs were

synthesized using a single step, facile, and scalable hydrothermal
synthesis approach. Typically, 0.25 g of Na2WO4·2H2O was dissolved
in 25 mL of DI water. After the mixture was stirred for 15 min, the pH
value of the solution was adjusted to ∼4.0 using 0.1 M HCl solution.
Further, 0.5 g of L-cysteine dissolved in 50 mL of distilled water
separately was poured in the solution and sonicated for 10 min.
Finally, the as-prepared solution was transferred into 100 mL Teflon-
lined stainless steel hydrothermal vessel. After heating at 200 °C for
36 h followed by cooling down to room temperature, yellowish color
solution containing f-WS2-QDs was obtained. The proposed reaction
during the hydrothermal synthesis is as follows:

HSCH CHNH COOH H O

CH COCOOH NH H S
2 2 2

3 3 2

+

→ + + (R1)

4WO 9H S 6CH COCOOH

4WS SO 6CH COCOO 12H O
4
2

2 3

2 4
2

3 2

+ +

→ + + +

−

− −
(R2)

Sensing Procedure of Metal Ions (Fe3+) Using f-WS2-QDs.
Fluorescence quenching based sensitive and selective detection of
Fe3+ using f-WS2-QDs as fluorescent probe has been investigated. The
metal ions interaction study was performed by the addition of freshly
prepared solution of metal ions (0.1 M) into the quartz cuvette
containing 3.0 mL solution of f-WS2-QDs. After homogenization, the
change in fluorescence intensity was recorded for the wavelength of
∼410 nm under the excitation wavelength of ∼310 nm. In addition to

Figure 1. Schematic illustration showing the hydrothermal synthesis of f-WS2-QDs.

Figure 2. (a, b) TEM and HR-TEM images showing highly dispersed and crystalline f-WS2-QDs. (c) AFM image and height profile (along the
black line) of f-WS2-QDs dispersed on mica sheet showing the monodispersed QDs with average height of ∼4 nm. (d) Raman spectra of bulk as
well as QDs of WS2 showing characteristic peaks E2g

1 and A1g phonon modes corresponding to the in-plane and out-of-plane vibrations of S−W−S
atoms.
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this, the selectivity of sensing probe (f-WS2-QDs) for Fe3+ was
analyzed by addition of different metal ions to the solution of f-WS2-
QDs containing Fe3+ ions.

■ RESULTS AND DISCUSSION
As-prepared f-WS2-QDs were characterized using various
techniques such as TEM, HRTEM, AFM, and Raman
spectroscopy to confirm and highlight their structural proper-
ties. Figure 2a shows TEM image of f-WS2-QDs, revealing that
as-prepared f-WS2-QDs are uniform and monodispersed in
nature. Variations in particle size have been plotted and
presented in the inset of Figure 2a, which is well fitted with the
Gaussian distribution function giving an average particle size of
∼5.0 nm (n = 75). From here we can anticipate that such
narrow distribution in particle size with superior homogeneous
dispersion can significantly enhance the sensing performance
of f-WS2-QDs. High-resolution TEM (HR-TEM) image of
typical f-WS2-QDs (Figure 2b) confirms the growth of highly
crystalline f-WS2-QDs with a particle diameter of ∼5 nm. A

crystal lattice d-spacing (inset of Figure 2b) is identified to be
0.27 nm, which corresponds to the (100) lattice plane of f-WS2
crystal.28,29

Furthermore, AFM analysis was performed to see the
morphology and thickness of the as-synthesized f-WS2-QDs.
The topographic image and height profile obtained through
AFM have been shown in Figure 2c. Similar to the TEM result,
AFM analysis also reveals that QDs are monodispersed in
nature. The height profile in Figure 2c shows the height of f-
WS2-QDs is ∼4 nm, which confirms that QDs are few layered
(∼4−5 layers). Raman spectroscopic technique has been
widely adopted for the characterization of the vibrational
properties of TMDs and other layered materials because of its
proven sensitivity and nondestructive nature. So we have also
employed this technique to study the thickness and the
vibrational modes present in the f-WS2-QDs. Raman spectra of
f-WS2-QDs as well as its bulk counterpart have been shown in
Figure 2d. In bulk WS2 as well as in f-WS2-QDs two prominent

Figure 3. (a) W 4f, (b) S 2p, (c) C 1s, (d) N 1s, and (e) O 1s high resolution XPS spectra of f-WS2-QDs.
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peaks around ∼348 cm−1 and ∼418 cm−1 are observed, which
correspond to the E2g

1 and A1g phonon modes of 2H-WS2,
respectively, where E2g

1 and A1g correspond to the in-plane and
out-of-plane vibrations of S−W−S atoms, respectively.30 It is
evident from Figure 2d that the intensities of these peaks are
much weaker in case of f-WS2-QDs. The decrement in absolute
intensity is due to the weaker interlayer attraction (water
molecule interaction), which causes very narrow contribution
toward the phonon restoring forces.10 In addition to these,
Fourier transform infrared (FTIR) spectroscopy was also
performed to investigate the bonding composition of f-WS2-
QDs and presence of functional groups over the surface of
these QDs (Figure S1). FTIR spectra confirmed the presence
of various functional groups −COOH, −NH2, −OH, −SO4

2−,
etc. over the surface of f-WS2-QDs.
XPS Characterization. An XPS characterization was

carried out to analyze the surface compositions and bonding
characteristics of the as-synthesized f-WS2-QDs. The high
resolution core level spectra of W 4f, S 2p, C 1s, and O 1s have
been shown in Figure 3. The region with binding energy (BE)
from 30 to 38 eV can be fitted into doublet peaks located at
32.8 and 34.9 eV (Figure 3a), which can be attributed to the W
4f7/2 and W 4f5/2, respectively. These peaks are consistent with
W4+ oxidation state of W in f-WS2-QDs.

31 An additional peak
at 39.3 eV is attributed to the W6+ oxidation state of W in
tungsten hydroxide, which might be formed due to the surface
oxidation of QDs during the hydrothermal synthesis

process.9,10 The BE of 2p core level of S in the range of 161
to 166 eV can be fitted into doublet peaks at 162.5 and 163.7
eV, which can be attributed to the S 2p3/2 and S 2p1/2 of S

2−,
respectively (Figure 3b), suggesting the formation of WS2. The
peak at 167.9 eV signifies the presence of sodium sulfate, which
is supposed to be present as residue after reaction in the
colloidal suspension of f-WS2-QDs.

32,33 The BE of C 1s spectra
in range of 280−290 eV can be deconvoluted into three peaks
at 284.6, 285.9, and 288.9 eV (shown in Figure 3c), which can
be attributed to the C−C, C−N, and O−CO, respectively.
The BE of N 1s spectra in the range of 397−406 eV is
deconvoluted into two peaks at 399.5 and 401.3 eV (shown in
Figure 3d), which might be attributed to the C−N and O
C−N, respectively. These peaks confirm the presence of
various functional groups such as carbonyl, carboxylic, etc. over
the surface of as-synthesized WS2-QDs,

34 which is also in good
agreement with the FTIR analysis. Further, the BE of O 1s
core level peak in the region 528−535 eV can be fitted into
doublet peaks at 530.1 and 531.4 eV (shown in Figure 3d).
The peak with BE = 530.1 eV can be assigned to the oxygen
atoms (O2−) of WO bonds, and the peak with BE = 531.4
eV corresponds to the O−H group.35 The presence of WO
and O−H group also confirms that edge of QDs is oxidized,
which provides stability to it in water solution. From the XPS
analysis we found that atom % values of W4f and S2p are 7.53
and 13.1, respectively. It shows that W and S atoms are in the
ratio of approximately 1:2, which should be exactly 1:2 for pure

Figure 4. Photophysical properties of f-WS2-QDs: (a) UV−vis absorption spectra and inset showing the f-WS2-QDs liquid under normal and UV
(∼365 nm) light; (b) spectroscopic overlap between PL excitation spectra (PLE, black line, for an emission wavelength λem = 410 nm) and PL
emission spectra (red line, for an excitation wavelength λex = 310 nm) and inset showing PL spectra of f-WS2-QDs at various excitation
wavelengths; (c) normalized PL plot of excitation dependent PL spectra and (d) PL excitation (PLE) spectra for various emission wavelengths
ranging from 370 to 500 nm.
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WS2 crystal. This sulfur deficiency may be attributed to the
surface oxidation of WS2-QDs.
Photophysical Properties of f-WS2-QDs. In order to

unveil the photophysical properties of the as-synthesized f-
WS2-QDs, UV−vis absorption and photoluminescence (PL)
characterizations were carried out, which have been shown in
Figure 4. The absorption spectra of as-prepared f-WS2-QDs is
represented in Figure 4a, in which two intense absorption
bands at 333 nm (3.72 eV) and 246 nm (5.04 eV), a hump at
278 nm (4.46 eV) along with a weak absorption at the red
edge of the absorption spectra are observed. The band at 333
nm is attributed to the excitonic absorption band of f-WS2-
QDs arising from direct gap transitions at the K point. The
absorption band at 278 nm (4.46 eV) is attributed to the
optical transitions from the valence band to the conduction
band.9 The band at 246 nm (5.04 eV) might be attributed to
the surface defects as well as surface adsorbed functional
groups (−NH2, −SO4

2−, −OH−, etc.) of f-WS2-QDs.
26 A

visual inspection shows that in normal light f-WS2-QDs
solution appears as light yellow in color, while it gives highly
intense blue fluorescence under UV-lamp (λ = 365 nm) (inset
of Figure 4a). To confirm this, the room temperature PL
spectra of f-WS2-QDs were recorded with PL spectropho-
tometer. Figure 4b shows the PL emission spectra recorded at
various excitation wavelengths (λex) ranging from 280 to 430
nm. It is observed that initially PL intensity increases when λex
varied from 280 to 310 nm and after that it starts decreasing
(inset of Figure 4b); maximum PL intensity was observed at
emission wavelength λem ∼ 410 nm with λex ∼ 310 nm. It is
also observed that at higher excitation wavelengths PL peak
shifted toward the red edge of emission spectra. To verify this
nature, the normalized PL intensities for different excitation

wavelengths have been plotted and shown in Figure 4c. It
clearly indicates the edge excitation red shifting of 90 nm
starting from 410 to 500 nm. This edge excitation red shifting
property indicate the polydispersity nature of f-WS2-QDs.
Further, photoluminescence excitation (PLE) spectra of f-WS2-
QDs for different λem ranging from 370 to 500 nm were also
recorded and shown in Figure 4d. Weak excitation peaks at the
red edge of the PLE spectra also support the edge excitation
red shifting observed in PL spectra.

Detection of Ferric Ions (Fe3+) by Using f-WS2-QDs.
The sensing behavior of f-WS2-QDs in the presence of
different metal ions such as Na+, K+, Al3+, Ca2+, Fe2+, Fe3+,
Ni2+, Cu2+, Zn2+, Cd2+, Hg2+, and Pb2+ (as their nitrate salts)
has been examined through the PL spectrophotometer. Since
the maximum PL intensity of f-WS2-QDs was observed at 410
nm (λex ∼ 310 nm) having Stokes shift of 8162 cm−1, metal ion
sensing application of f-WS2-QDs has been performed at 410
nm. The quantum yield of f-WS2-QDs with respect to
anthracene as a reference was estimated by using eq 1 in
Supporting Information and was found to be ΦWS2 ∼ 4.04%,
which is comparable to the WS2-QDs obtained through the
liquid phase exfoliation.9

The interaction studies have been performed by addition of
180 μM of different metal ions to the solution of f-WS2-QDs
separately. Interaction study showed that fluorescence intensity
of f-WS2-QDs centered at 410 nm quenched 60−75% with the
addition of Fe2+, Hg2+, Cd2+, Pb2+, and Cu2+, while it was
quenched completely (∼98%) in the presence of Fe3+ (Figure
5a). Percentage change in fluorescence intensity (ΔF, %) in
the presence of various metal ions is shown in Figure 5b, which
also showed that PL intensity is totally quenched in the
presence of Fe3+ ions. The change in fluorescence intensity of

Figure 5. PL spectra of f-WS2-QDs (a) upon interaction with various metal ions (180.0 μM), (b) percentage change in fluorescence intensity of f-
WS2-QDs in the presence of various metal ions, (c) interference of different metal ions to a solution of f-WS2-QDs + Fe3+, and (d) PL titration
spectra of f-WS2-QDs upon a gradual addition of Fe3+ (0−180.0 μM).
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f-WS2-QDs in the presence of Fe
2+, Hg2+, Cd2+, Pb2+, and Cu2+

may be attributed to the adsorption of these metal ions on the
surface of f-WS2-QDs.
In order to check the selectivity of sensing probe (f-WS2-

QDs) toward Fe3+ ions, the competitive metal ion interference
experiments were performed with addition of Fe3+ in the
solution of f-WS2-QDs containing different metal ions and
reversibly, upon addition of different metal ions (in excess,
∼200.0 μM) to a solution of f-WS2-QDs-Fe3+. The
insignificant change in emission intensity of f-WS2-QDs-Fe

3+

was observed, which suggests the high selectivity of f-WS2-QDs
for Fe3+ (Figure 5c). Further, to check the sensitivity of sensing
probe toward Fe3+ ions, emission based titration experiments
have also been performed by gradual addition of different
concentrations (from 0 μM to 180 μM, in step of 3.3 μM) of
Fe3+ ion to the solution of f-WS2-QDs. It shows that the
emission intensity of f-WS2-QDs centered at 410 nm decreases
and reached saturation limit up to addition of 180 μM Fe3+ ion
(Figure 5d) and quantum yield decreases from ∼4.04% to
∼0.1% (Table S1).
Further, the detection limit of f-WS2-QDs for Fe3+ was

estimated from the respective fluorescence titration data based
on the reported method.36,37 According to the result of
titration experiment, change in the fluorescence intensity of f-
WS2-QDs with Fe3+ was normalized in between the minimum
to maximum intensity. A linear regression curve was obtained
from the plot of these normalized fluorescence intensity of f-

WS2-QDs with Fe3+ versus log [Fe3+] (Figure S2), and
detection limit was calculated by using eq 1. Limit of detection
was found to be as low as 1.32 μM. The plot of PL intensity on
log scale versus the quencher (Fe3+) concentration (shown in
Figure S3) shows that the response of sensor is linear in the
range of 0−55 μM.

LOD 10 slope/intercept= −[ ] (1)

As it is well-known that depending on the nature of
fluorescence probe and quencher, quenching of PL intensity
may occur due to the formation of complex in ground state
(static quenching) or through the diffusion collision process
(dynamic quenching). So in order to unveil the fluorescence
quenching behavior of f-WS2-QDs in the presence of Fe3+, the
relative change in fluorescence intensity (I0/I) has been plotted
as a function of quencher concentration ([Q]) of Fe3+

described by Stern−Volmer (S−V) eq 2 and has been
shown in Figure 6a, where KSV is the S−V quenching constant.

I
I

K1 Q0
SV= + [ ]

(2)

In the present case, it is observed that relative fluorescence
intensity deviates from linearity toward the y-axis with the
successive addition of Fe3+. This indicates that more than one
type of quenching processes (static/dynamic quenching) are
involved here. So by considering both the quenching processes,
we plotted the modified S−V plot governed by eq 3, shown in

Figure 6. (a, b) Stern−Volmer plot, showing exponential increment in PL intensity ratio with the gradual addition of Fe3+ ions into the f-WS2-QDs
solution. (c) Picosecond time-resolved fluoroscence transient of fluorophore (f-WS2-QDs), showing decrement in lifetime with the addition of
quencher (Fe3+) from 0 to 60 μM, under laser excitation of 375 nm, and inset showing the relative change in average lifetimes with the successive
addition of Fe3+ ions. (d) Deconvoluted PL spectra corresponding to increasing Fe3+ concentration showing the presence of three types of
quenching species.
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Figure 6b, where KD and KS are dynamic and static quenching
constants.

( )
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(3)

In this case again a positive deviation from S−V equation
has been observed. This indicates that along with a ground
state complex, few fluorophores are also present that do not
form ground state complex but instead are quenched due to
the presence of quencher in the close vicinity of fluorophore at
the time of excitation. These closely spaced fluorophore−
quencher pairs are quenched immediately at the time of
excitation, resulting in dark complexes.38 The formation of
dark complexes in ground state is also supported from the
absorption data of f-WS2-QDs solution with gradual addition
of Fe3+ ions, shown in Figure S4. From here it can be predicted
that three types of fluorophores exist in the solution in which
one is quenched through collisional and other two shows
quenching in ground state.

Further, the specified quenching behavior can be determined
through the time-resolved photoluminescence (TRPL) meas-
urement. In order to distinguish the quenching behavior
(dynamic/static), TRPL measurement was also carried out.
Figure 6c represents the picosecond time-resolved transient
with the successive addition of Fe3+ ion from 0 to 60 μM. It is
observed from the fluorescence transients of f-WS2-QDS-Fe

3+

system that the average lifetime (τ) decreases with the addition
of Fe3+. The exciton lifetime in TRPL measurement is fitted
with eq 2 in Supporting Information, and it shows the
triexponential decays. Lifetime corresponding to each
triexponential decay (τ1, τ2, and τ3) has been summarized in
Table S2, and this triexponential decay signifies the presence of
three types of fluorescing sites (as observed from modified S−
V plot) present in the f-WS2-QDs solution. It is observed that
lifetime (τ1) decreases from 0.74 to 0.42 ns with the increasing
concentration of quencher (Fe3+) from 0 μM to 60 μM.
However, the decay times τ2, and τ3 remain nearly constant.
Further, variation in relative change of fluorescence lifetime has
been represented in the inset of Figure 6c. From here it is

Table 1. Comparison of the Performance of Various Sensing Probes for the Detection of Fe3+

SN sensing probe linearity detection limit KSV (M−1) ref

1. CQDs 12.5−100 μM 9.79 μM 3.148 × 103 39
2 iridium(III)-based metal−organic frameworks 1.215 μM 1.165 × 104 40
3 dopamine functionalized GQDs 20 nM to 2 μM 7.6 μM 41
4 N, P co-doped CQDs 20−200 μM 20.0 μM 42
5 gold nanoclusters (AuNCs) 5.0−1280 μM 3.5 μM 43
6 nitrogen-doped carbon dots 0.5−1000 μM 79 nM 44
7 N, S CQDs 25−500 μM 4.0 μM 2.85 × 103 45
8 f-WS2-QDs 0−55 μM 1.32 μM 1.1 × 104 present work

Figure 7. (a) and (b) showing the schematic representations of the fluorescence quenching of f-WS2-QDs in the presence of Fe3+ ions and process
of dynamic quenching and static quenching, respectively.
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evident that relative change in fluorescence lifetime corre-
sponding to τ1 shows linear variation and corresponding to τ2
and τ3 remaining nearly constant with increasing concentration
of Fe3+ and fitted well with the eq 4.

K K1 Q 1 Q0
q 0 D

τ
τ

τ= + [ ] = + [ ]
(4)

where Kq is the bimolecular quenching constant. From the
slope of S−V plot in Figure 6c using eq 4, the obtained value of
KD is 1.1 × 104 M−1. This indicates that ∼9.1 μM
concentration of Fe3+ will be required to quench the 50%
intensity of f-WS2-QDs solution. The bimolecular quenching
constant Kq = 1.48 × 1013 M−1 s−1 has been obtained using the
values of fluorescence lifetime (τ0) and S−V constant (KD).
The large value of Kq indicates the high efficiency of quenching
and accessibility of the fluorophore to the quencher. Further,
to verify the presence of three types of quenching species as
obtained from TRPL characterization, PL spectra for different
concentration of Fe3+ are deconvoluted and presented in
Figure 6d. From here we can also see that each PL spectrum
can be deconvoluted into three PL peaks, which also supports
the presence of three types of quenching sites.
Various parameters obtained in the present work have been

summarized in Table 1 and compared with other similar works,
which suggest that our results are comparable to or better than
the other reported works.
Mechanism for Fluorescence Quenching of f-WS2-

QDs in the Presence of Fe3+. As discussed above from PL
and TRPL data, we can conclude that the fluorescence
quenching is taking place through both dynamic and static
quenching process. Both quenching phenomena have been
schematically represented in Figure 7. We hypothesized that
the apparent static quenching can be attributed to the
formation of iron hydroxide in ground state due to the
presence of hydroxyl functional group over the surface of f-
WS2-QDs and also due to presence of Fe3+ in close proximity
of f-WS2-QDs.

46 However, the dynamic quenching can be
attributed to the coordination of electron deficient Fe3+ with
the electron (lone pair) rich amino groups present on the
surface of f-WS2-QDs in the excited state. Further, this
coordination will support the electron transfer from the excited
state S1 of the f-WS2-QDs to the half-filled 3d orbitals of Fe3+.
Now, since electron transfer from 3d orbitals of Fe3+ to the S0
orbitals of f-WS2-QDs is forbidden according to the selection
rule, this leads to significant fluorescence quenching of f-WS2-
QDs.47

■ CONCLUSIONS

In summary, we demonstrated the “bottom-up” single-step
hydrothermal growth of in situ functionalized fluorescent WS2-
QDs (average size of ∼5 nm), which are highly stable in
aqueous medium without any subsequent treatments. Various
structural and spectroscopic characterization techniques
including TEM, HR-TEM, AFM, FT-IR, XPS, and Raman
demonstrated that f-WS2-QDs are few layered in nature having
functional groups over its surface. The as-synthesized f-WS2-
QDs exhibited highly intense blue PL emission at λem ∼ 410
nm with an excitation wavelength of λex ∼ 310 nm with a high
PL quantum yield (ΦWS2 ∼ 4.04%). This fluorescing nature of
f-WS2-QDs was successfully applied to devise an optical sensor
for highly sensitive and selective detection of Fe3+ ions. Its
fluorescence was quenched by ∼98% upon interacting with

Fe3+. Further, we elucidated in detail the fluorescence
quenching kinetics of f-WS2-QDs in the presence of Fe3+

ions. S−V plot (from PL titration data) and TRPL character-
ization revealed that the fluorescence quenching of f-WS2-QDs
is a mixed phenomenon of both static and dynamic in nature.
The sensor response was found to be linear in the range of 0−
55 μM with a lower detection limit of 1.32 μM, which is
comparable to or better than those reported for the other
fluorescent sensors for Fe3+. Apart from this, S−V quenching
constant KD = 1.1 × 104 M−1 was also calculated, which
indicates that ∼9.1 μM concentration of Fe3+ would be
required to quench 50% intensity of f-WS2-QDs solution and
larger value of Kq = 1.48 × 1013 M−1 s−1 indicates the high
efficiency of quenching and accessibility of the fluorophore to
the quencher. Hence, we believe that present investigation
opened up a new avenue for the in situ growth of
functionalized QDs with a potential for wide range of
applications such as optical sensing, biosensing, and bioimag-
ing, etc.
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Mesoporous silica particle embedded functional
graphene oxide as an efficient platform for urea
biosensing

Shiju Abraham,ab Valerian Ciobota,b Saurabh Srivastava,ac Sunil K. Srivastava,d

Rajesh K. Singh,e Jan Dellith,f B. D. Malhotra,g Michael Schmitt,b Jürgen Popp*b

and Anchal Srivastava*a

The mesoporous silica particle embedded graphene oxide (GO) hybrid system is a promising platform for

electrochemical biosensing owing to its large 2-dimensional structure, fast electron transfer kinetics,

improved hydrophilic nature and surplus functional groups. Here, GO sheets were synthesized by

Hummer's improved method and sub-micron sized homogeneous mesoporous silica (SiO2) particles

were prepared by Stober's method. The SiO2 particles were embedded on the GO surfaces and were

optimized with different concentrations for better applicability and hydrophilicity. Micro-structural and

spectroscopic characterization of as-synthesized materials was carried out to confirm the successful

synthesis as well as the functionalities required for biosensing. Scanning electron microscopy

investigations suggest that the average size of the SiO2 particles decorated on the GO surface is �500

nm. Raman investigation provides information regarding the increase in defects and disorder on the GO

surface with the increase in the SiO2 content. The optimized GO–SiO2 (GOS) composite electrode was

prepared by the electrophoretic deposition technique and was used for the attachment of urease and

glutamate dehydrogenase enzymes for urea detection employing the cyclic voltammetry method. The

reproducibility, specificity and stability of the fabricated biosensor were found to be excellent for the

urea sensing. Such an easy and cost effective material based GOS urea sensor showed a high sensitivity

(2.6 mA mM�1 cm�2) and a good detection limit (14 mg dL�1).

Introduction

The estimation of urea in serum, blood and urine is very impor-
tant for the diagnosis of renal and liver diseases. An increase in
the urea level (normal range in blood is 15–40 mg dL�1) causes
renal failure, urinary tract obstruction, dehydration, shock,
burns, gastrointestinal bleeding, etc. Development of a sensi-
tive, selective, reliable and low cost material based biosensor is
of great importance for the diagnosis and management of urea.
In recent years nanomaterial based electrochemical biosensors

have attracted wide popularity and applicability due to their
good selectivity, portability, inexpensiveness and simplicity. The
two-dimensional (2D) nanomaterials, graphene and its deriva-
tive-graphene oxide (GO), have been attracting the attention of
researchers from various disciplines in the last decade aer the
successful isolation of a single layer of graphite on an insulating
silica (SiO2) substrate.1–4 Apart from graphene, there has been a
great upsurge of interest towards studying GO, a heavily
oxygenated graphene derivative.5 These materials are now in the
forefront of attention as a novel cousin of graphene.6–9 The
excellent solubility, stability against aggregation, large surface
area, etc. of GO have led tomany interesting applications, such as
electrochemical sensing, electro catalysis, immunoassays, etc.10–12

Further, since most of the atoms of the surface of the GO sheet
are exposed, slight changes in the local charge environment due
to the adsorption of biomolecules provide signicant changes in
their electrical properties.13 This will be more pronounced when
biocompatible, porous particles are embedded on the GO
surfaces. These interesting properties by the synergetic effects
may perhaps be utilized in the fabrication of more sensitive and
selective biosensors.

In view of the special characteristics of GO, several nano-
particles (NPs) (such as SiO2, Au, Ag, Pt, TiO2 etc.)14–18 have been
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introduced onto the surface of GO and thereby giving rise to
novel nano-hybrid materials with unique properties and
intriguing applications. SiO2, a typical non-metallic oxide, is of
special interest due to its widespread use as a cost-effective
material in the construction of super hydrophilic/super hydro-
phobic surfaces. Among the various oxide NPs, it has been
found that the control of size as well as porosity in SiO2 particles
is comparatively easy. The well-dened surface properties of
SiO2 particles are benecial for site-specic delivery of different
functional molecules of various sizes and shapes.19 The high
porosity of SiO2 particles, which results in large surface area
available for the encapsulation as well as for the immobilization
of various sensing molecules leading to fast response time and
low detection limit.20,21 SiO2 dispersion plays a major role in
several applications like catalysts, membranes, biocompatible
solid support, etc.22,23 Further it has been found to be a suitable
candidate for many biological applications owing to its good
biocompatibility, enhanced electrochemical properties and
excellent enzymatic activity in the respective enzyme reac-
tions.20,24,25 While considering the composite formulation and
studies, silver NPs/functionalized SiO2–GO composite is
demonstrated to be a potential candidate for biosensing in
glucose detection.26 According to Watcharotone et al.,27 gra-
phene–silica composite thin lms have several potential appli-
cations owing to their conducting and transparent properties.
Kou and Gao28 synthesized SiO2 NPs covered GO hybrids and
showed that GO–SiO2 hybrids exhibit excellent hydrophilic
nature and can be used as a building block to construct large
area super hydrophilic surfaces. Liu et al.29 studied the surface
assembly of GO nanosheets on SiO2 particles, and used this
composite for the selective isolation of hemoglobin. Consid-
ering the above studies, the GOS composite system is of much
interest because of its high solubility in water, easy synthesis,
bulk production and abundant functional groups. The
biocompatible, stable and porous SiO2 particles combine with
the compatible properties of GO, making the hybrid system
(GOS) well suited for many applications, especially in biosens-
ing where the composite has not been explored well.

While keeping all the above factors in mind, the work pre-
sented in this report is about the synthesis and fabrication of
the thin lm of the GOS composite onto an indium tin oxide
(ITO) glass substrate by the electrophoretic deposition (EPD)
technique. These thin lms have been further used to immo-
bilize urease (Urs) and glutamate dehydrogenase (GLDH) for
urea detection by the cyclic voltammetry (CV) technique. The
fabricated bioelectrode showed good stability, specicity as well
as reproducibility. This GOS based urea sensor shows a high
sensitivity (2.6 mA mM�1 cm�2) and a good detection limit (14
mg dL�1) compared to many other reports.

Experimental
Chemicals

Tetra ethyl ortho-silicate (TEOS, Aldrich, purity $ 99% with
trace metal basis), graphite akes (NGS Naturgraphit GmbH,
Germany), ammonia solution, ethanol, H2SO4, H3PO4, KMnO4,
H2O2, etc. used were of analytical reagent grade. All the

chemicals employed for the fabrication of the urea biosensor,
namely, Urs, GLDH, nicotinamide adenine dinucleotide
(NADH) and a-ketoglutarate (a-KG), were procured from Sigma-
Aldrich.

Synthesis of GO and SiO2 particles

Few years ago, an improved method for producing GO was
proposed by Marcano et al.30 This method has some distinct
advantageous features over Hummers' method6 in the sense
that it yields a higher fraction of the hydrophilic carbon mate-
rial. In the improved synthesis of GO, a 9 : 1 combination of
concentrated H2SO4/H3PO4 (120 mL/13.33 mL) was added to 1 g
of graphite akes and 6 g of KMnO4. The above mixing process
created a slight exothermic reaction, and the mixture was stir-
red for 12 h keeping a constant temperature of 50 �C. The
reaction was subsequently quenched by adding �135 mL of ice
with 30% H2O2. This mixture was then shied, centrifuged and
ltered. The solid material thus obtained (GO) was washed with
30% HCl and distilled water until pH � 7 was reached, then the
material was dried. SiO2 particles were synthesized by the well-
known Stober's method.21 Briey, 120 mL of ethanol (98%) was
taken in a round-bottom ask and 24 mL of ammonia solution
was added to it. This solution was kept for stirring and aer 20
minutes, the sol gel reaction was initiated by adding 12 mL of
TEOS. The stirring was continued for 10 h until the solution
gradually turned white in colour. The above colloidal solution of
SiO2 particles was used to decorate the surface of GO. The
remaining solution was centrifuged at the rate of 3000 rpm for
30 minutes. The solid material collected was washed with
ethanol and then dried at 80 �C. The nal solid product
obtained was used for further characterizations.

Production of GOS

The as synthesized GO was well dispersed (0.35 mg mL�1) in
double distilled water by continuous ultra-sonication for an
hour. The SiO2 dispersion was prepared in ethanol at a
concentration of 20 mg mL�1. Four composite solutions were
prepared by taking a constant amount of the above GO solution
(25 mL each) and varying the amounts of SiO2 solution [250 mL
(�5 mg), 500 mL (�10 mg), 750 mL (�15 mg) and 1000 mL (�20
mg)]. These composite solutions are abbreviated as GOS1,
GOS2, GOS3 and GOS4 respectively. The mixture solution was
then sonicated continuously for an hour by gradually increasing
the temperature to 60 �C. The solution was then subsequently
stirred for 4 h and centrifuged. Finally the solution was washed
with ethanol, distilled water and then dried at 70 �C to get the
solid product GOS. Among the four GOS composites, GOS3 was
found to be more hydrophilic in nature and showed good lm
forming capabilities.

Fabrication of GOS thin lm electrodes

Thin lms of nanostructured GOS over ITO electrodes were
formed by the EPD technique. Here a 10 mL colloidal solution
of GOS3 (3 mg dL�1) in acetonitrile is added to a two-electrode
glass cell. A platinum foil (1 � 2 cm) was used as the counter
electrode and a pre-cleaned ITO-coated glass substrate having a
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sheet resistance of 30 U as the working electrode; both elec-
trodes were separated by 1 cm. The lm deposition was carried
out onto the desired ITO-coated glass plate (0.25 cm2) by
applying a DC voltage of 120 V for 2minutes. 10�5 to 10�4 mol of
Mg(NO3)2$6H2O was added to the colloidal suspension acting as
an electrolyte and creating surface charge on the GOS3 desired
for EPD. The two electrodes were placed parallel to each other
and were dipped in the GOS3 colloidal suspension. The lm was
deposited onto the desired ITO-coated glass plate. The lm was
then removed from the suspension followed by washing with
deionized water and drying.

Solution preparation and immobilization of enzyme

Urs (10 mg mL�1) and GLDH (1 mg dL�1) solutions were freshly
prepared in the phosphate buffer (50 mM, pH � 7.0). A stock
solution of urea (200 mg dL�1) was prepared in deionized water
and was kept at 4 �C. This stock solution was used to get
different concentrations of urea by further dilution. NADH
(3.7 mg dL�1) and a-KG (47.5 mg dL�1) were freshly prepared in
double distilled water. Further, 10 mL of bienzyme solution
containing Urs (10 mg mL�1) and GLDH (1 mg mL�1) in a 1 : 1
ratio was covalently immobilized by uniformly spreading on the
activated electrode surface and incubating it for about 12 h. The
immobilization occurs through the surface adsorption as well
as through the formation of the amide bond between the
terminal COOH group of GO and the terminal NH2 group of the
enzyme. The Urs-GLDH/GOS/ITO bioelectrode was then washed
with PBS buffer and stored at 4 �C when not in use. This enzy-
matic electrode was utilized for urea detection using the cyclic
voltammetric (CV) technique.

Characterization

The structures of GO, SiO2 and GOS composites were charac-
terized by the X-ray diffraction (XRD) technique (Rigaku min-
iex-II diffractometer at 30 kV and 15 mA) using Cu-Ka1
radiation (l ¼ 1.5405 Å). The surface morphology of the
samples prepared was investigated using scanning electron
microscopy employing JEOL – Model JSM6300F-SEM. The
molecular structure of the material was investigated using
Fourier transform infrared (FT-IR) spectroscopy (Perkin Elmer
Spectrum 65, FT-IR spectrometer). Raman spectroscopic
measurement was made by using two different Raman spec-
trometers. One by using a single monochromator (TRIAX 550,
JobinYvon, France) with the 514.5 nm line from an Ar laser
(Innova 308 Series, Coherent, USA) as a Raman excitation
source. Another Raman spectrometer (HR LabRam inverse
system, JobinYvon Horiba) with a Raman excitation source of
wavelength 532 nm from a frequency doubled Nd:YAG laser
was used. The electrochemical studies related to urea detec-
tion were carried out on an Autolab potentiostat/galvanostat
(Eco Chemie, The Netherlands). The measurements were
carried out using a three electrode cell with the Urs-GLDH/
GOS/ITO bioelectrode as the working electrode, platinum (Pt)
as the counter electrode, and a Ag/AgCl electrode as the
reference electrode in 50 mM phosphate buffer saline (PBS) of
pH 7.0 containing 5 mM of [Fe(CN)6]

3�/4�.

Results and discussion
Structural characterization

The XRD patterns of the three materials, namely GO, SiO2 and
GOS3 composite, are presented in Fig. 1.

The GO shows a peak at 10.4� (002) (corresponding to a d-
spacing of 0.85 nm), which matches with the well-known XRD
peak of GO.28 GO also shows a weak broad peak at 22.7�, which
has nearly one eighth of the integrated intensity of the main GO
peak. This weak XRD peak interpreted in terms of the short-
range order in the stacked graphene like sheets.31 The XRD
pattern of SiO2 particles that the peak centered at 22.8� (JCPDS
File no. 47-1301) is relatively broad and is attributed to its more
amorphous nature as well as its quite large particle size distri-
bution [between 300 and 500 nm, as seen from the SEM
micrograph shown in Fig. 2(b)]. In the case of the composite
system, GOS3, the analyzed XRD pattern gives rise to two peaks
at 10.8 (corresponding to a d-spacing of 0.82 nm) and 22.7�. The
interlayer spacing decreases (from 0.85 to 0.82 nm) when GO
transforms into GOS.

SEM images of the GO, SiO2 particles and their different
composite systems presented in Fig. 2(a)–(f) reveal interesting
features about their morphology and microstructure. The SEM
micrograph shown in Fig. 2(a) supports the formation of a
uniform GO sheet of different layers, with wrinkles marked by
arrows. From Fig. 2(b), it is evident that the size of the SiO2

particles is �500 nm and the distribution of the particle size is
quite narrow. For any practical application, optimization of the
concentration of SiO2 particles on the GO sheet is required. This
provides an opportunity to study the properties of the GOS
composite with varying concentration of SiO2 particles. As the
concentration of SiO2 particles is varied from GOS1 to GOS4
(250 to 1000 mL), the density of the SiO2 particles decorated on
the GO sheet increases, which is evident from Fig. 2(c)–(f).
Fig. 2(f) shows the extreme case wherein SiO2 particles are
densely packed one above another. The porous nature of the
silica particles is visible from Fig. 2(f). The pore diameter varies

Fig. 1 X-ray diffraction (XRD) patterns of (i) GO sheets, (ii) SiO2 parti-
cles, and (iii) GOS3.
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approximately in a range of 2–6 nm [Brunauer–Emmett–Teller
(BET) pore size analysis gives an average pore diameter �5 nm].
The porous nature enhances its surface area further and allows
higher loading of biomolecules (enzymes) for the effective
sensing of a particular analyte. Here the pores work as a better
substrate for maximum loading.

Spectroscopic characterization

The FTIR spectra of GO, SiO2 particles and the four GOS
composites are presented in Fig. 3(a). Fig. 3(a)(i) shows the FTIR
spectra of GO, which have different hydrophilic functional
groups attached to graphene. A broad band extending from
nearly 2800 to 4000 cm�1 appears in all the spectra [see spectra
(i) to (vi) in Fig. 3(a)] due to O–H stretching vibration from the
different species. A weak band at 2928 cm�1 observed in the IR
spectra of GO [Fig. 3(a)(i)] is attributed to the C–H stretching
mode of the carboxylic group. A band at 1110 cm�1 observed in
GO corresponds to the C–O stretching vibration of the alkoxide
group and the C–O stretching vibration due to the carboxylic
group is observed at �1400 cm�1. An interesting feature of this
study is that the intensity of the IR band arising due to the

presence of the carboxylic functional group decreases as the
concentration of SiO2 increases. However, this decrease is
accompanied by a simultaneous signicant increase in the
relative intensity of the IR band at �1100 cm�1 corresponding
to the C–O stretching vibration of the alkoxide group. It is worth
mentioning that the carboxylic C–O stretching and the alkoxy
C–O stretching vibrations which appear in the IR spectra are
essentially due to the different functional groups situated at the
edges of the GO sheet. Besides this, the spectra of the different
GOS composites also show a prominent band at 1632 cm�1

which has been attributed to the scissor type O–H bending
vibration of molecular H2O. The intensity of this band is the
largest in the case of GO and shows a decreasing trend for the
increasing SiO2 concentration. The broad peak around 1725
cm�1 represents the stretching vibration of the C]O bond of the
carboxylic acid group. The three IR peaks, which appear in
Fig. 3(a)(vi) below 1100 cm�1, are the characteristic peaks of the
Si–O–Si bonds. The most intense of these three peaks, which also
appears at the highest wavenumber position at �1070 cm�1,
corresponds to the anti-symmetric Si–O–Si stretching vibration
(TO3 mode).32 The second IR band observed at 953 cm�1 can be
assigned to the Si–OH stretching vibration.33 The third IR peak at
803 cm�1 was assigned to the Si–O–Si symmetric stretching (TO2

mode) vibration. These characteristic functional groups of GO
and SiO2 are benecial for their nice binding and also for the
immobilization of enzyme. The Raman spectra of SiO2 have been
recorded using 532 nm excitation (see the lower frame of
Fig. 3(a)). Two prominent Raman bands at �800 and �970 cm�1

are observed, which match nicely with the IR absorption bands
for the Si–O–Si symmetric stretching and Si–OH stretching
vibrations, respectively. The Raman measurement was basically
done to compare the IR and Raman wavenumber of the vibra-
tional modes of SiO2 alone. These peaks are well resolved and
appear with sufficient intensity in the IR as well as Raman spectra
of SiO2, whereas in the IR spectra of the composite having
different concentrations of SiO2, the Si–OH stretching band
appears with a very feeble intensity which diminishes drastically
for decreasing SiO2 concentration.

Raman spectroscopy is very well suited to distinguish between
sp2 and sp3 hybridization in carbonaceous materials.34,35 The two
main characteristic Raman bands observed in almost all carbon-
based materials are the G-band and the D-band. The G peak only
disperses in more disordered carbon, where the dispersion is
proportional to the degree of disorder. Kudin et al.34 observed
and reported the broadening of the G band in the functionalized
graphene sheet and GO. The D-band (disorder-induced band)
around 1350 cm�1 in the defected graphite originates from the
one-phonon second order Raman scattering process. The Raman
spectra of GO and GOS composites were excited with a 514 nm
laser and are shown in Fig. 3(b)(i–v).

Raman spectra were tted to three component bands namely
D, G1 and G2 bands by using Spectra Calc soware and the
results are presented in Table 1. In Spectra Calc analysis, the
guess values for the peak positions and line widths of the
stipulated Raman bands are given as input. A non-linear least
square t assumes an appropriate intensity for each peak and
the measured Raman prole is tted (using a mixture of

Fig. 2 SEM micrograph of (a) GO synthesized by improved Hummer's
method, (b) Stober's SiO2 particles, (c–f) SiO2 particle decorated GO
with increasing concentration of the SiO2 content (c) GOS1, (d) GOS2,
(e) GOS3, and (f) GOS4.
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Lorentzian/Gaussian) to get the peak position, linewidth and
intensity of all the peaks. The analysis of the Raman spectra of
GOS4 is missing in Table 1 as the GO surface is fully covered
with SiO2 particles [evident from the SEM image in Fig. 2(f)].
The G-band, which is the characteristic vibration of the sp2

carbon in most of the carbon-based materials, is split into two
components, G1 and G2. In a study2 on functionalized multi-
layered graphene (MLG), it has been pointed out that the
splitting of the G band probably results from the presence of
functional groups, which might change the curvature of the
graphene layers. For the GO and GOS composite studied in the
present case, this splitting is likely to be caused by the presence
of the functional groups like epoxy, carbonyl, etc. Further, in the
present study, for the SiO2 decorated GO sheet, generally the G-
band exhibits a shi towards lower wave number (from GO to
GOS3) due to hybridization of GO sheets with the electron
donor SiO2. It has to be noted that such observation was also
reported by Zhu et al.36 in a study on GO enwrapped Ag/AgX
composites.

The intensity ratio, ID/IG, is a measure of the sp3 disorder
caused by functionalization and also the wrinkled morphology
of GO. The increase in the value of the ID/IG ratio indicates the
increase in disorder in the graphite material.37 If we carefully
examine the Raman spectra, when we go from GO to GOS3, the
D-band shis towards the lower wavenumber side, i.e. from
1362 to 1350 cm�1 and the G2 peak shows a similar red shi
from 1614 to 1596 cm�1. This indicates that upon increasing the
SiO2 content, the composite system modied signicantly and
has good impact on its increase in disorder. Keeping the above
facts in mind, it is worth discussing the nding by Kou et al.28

regarding the linkage between GO and SiO2. According to them,
silica particles non-covalently attached to carbon nanotubes did
not lead to any signicant band shi or relative intensity vari-
ation within the Raman D-band. The increase of the D band
relative intensity in the GOS system indicates that the silica
particles are deposited on the surfaces of GO through some
covalent linkage. The above mentioned things are more clear
from the ID/IG (by area) values, which increases from GO to
GOS3 (1.19 to 2.20). This point can be further strengthened by
the fact that the FWHM of the G1 and D-bands exhibits a
broadening nature in most of the cases in our study while going
from pure GO to GOS with higher SiO2 concentration. Thus, one
can conclude that the spectral features of SiO2 decorated GO
sheets clearly exhibit a shi from sp2 hybridization on carbon
atoms to sp3 while going from GO to GOS3, and also they are
binded to each other strongly.

Electrochemical characterization

The electrochemical biosensors function by the production and
monitoring of current when a potential is applied between the
two electrodes. In second generation biosensors (mediated

Fig. 3 (a) FTIR spectrum of (i) GO, (ii) GOS1, (iii) GOS2, (iv) GOS3, (v) GOS4, and (vi) SiO2 particles and in the lower frame: Raman spectra of SiO2

particles excited by 532 nm. (b) Raman spectra of (i) GO, (ii) GOS1, (iii) GOS2, (iv) GOS3 and (v) GOS4 showing the component bands D, G1 andG2.

Table 1 Peak position of the D and G (G1 and G2) Raman bands and
ID/IG (by area) of GO and GOS composite measured using 514.5 nm
excitation wavelength

Name of the
sample

Peak position at 514.5 nm
excitation wavelength

ID/IGD G1 G2

GO 1362 1580 1614 1.19
GOS1 1353 1545 1600 1.34
GOS2 1350 1553 1598 1.67
GOS3 1350 1534 1596 2.20

This journal is © The Royal Society of Chemistry 2014 Anal. Methods
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biosensors), the enzymes can donate electrons to electrochem-
ically active electron acceptors. The efficiency and sensitivity of
such biosensors can be greatly enhanced using a suitable
mediator.38,39 The Fe3+/2+ redox couple utilized here exhibits
well-dened redox properties. It helps in the facile electron
transfer arising from the biochemical reactions between the
analyte (urea here) and enzymes (Urs-GLDH here), at lower
oxidation potentials.

Fig. 4 shows a schematic representation of the electro-
chemical sensing set up used for urea sensing. This schematic
sketch illustrates the procedure for the GOS electrode forma-
tion, immobilization with Urs-GLDH and detection of analytes
using the CV technique.

Fig. 5(a) shows CV studies of ITO, GO/ITO, SiO2/ITO, GOS/
ITO and Urs-GLDH/GOS/ITO electrodes that have been con-
ducted in PBS (pH ¼ 7) containing 5 mM [Fe(CN)6]

3�/4� using
an Autolab, potentiostat/galvanostat. The oxidation peak
current of ITO is 46.2 mA, being reduced to 43.3 mA for GO due to
the insulating nature of GO and it is further decreased to 39.4
mA for SiO2. However, it has been observed that the current
increases to 49 mA in the case of the GOS/ITO electrode, indi-
cating the electrocatalytic activity of SiO2 that results in
improved electron transport property of GO. Resulting in the
high oxidation peak current among other electrodes fabricated,
GOS is taken as the working electrode for the present

investigation on urea sensing. Aer the enzyme immobilization
on GOS, the response current further decreases to 35.3 mA. The
Urs-GLDH bienzyme has the macromolecular structure and the
redox active sites that are deeply embedded in this macromo-
lecular structure. Besides this, the insulating characteristic of
these enzymes results in reduced current. Furthermore because
of the reduced conductivity of the Urs-GLDH/GOS/ITO bio-
electrode, the oxidation peak potential shis more towards a
positive potential (0.371 V) as compared to that of the GOS/ITO
electrode (0.347 V). Further, the peak separation between the
oxidation and reduction peak currents obtained for the GOS/
ITO electrode (90.3 mA) have been found to be higher as
compared to their counterparts GO/ITO (77.8 mA) and SiO2/ITO
(74 mA). Fig. 5(b) shows CVs of the Urs-GLDH/GOS/ITO bio-
electrode obtained as a function of the scan rate from 10 to
100 mV s�1. A proportional increase of the redox current with
respect to the square root of the scan rate is observed, indicating
a diffusion controlled system following eqn (1) and (2).

Ia [A] ¼ 2.1 � 10�6 [A] + 5.9 � 10�6 [A2 s mV�1]1/2

� {scan rate (mV s�1)}1/2 (1)

Ic [A] ¼ �8.6 � 10�6 [A] � 3.3 � 10�6 [A2 s mV�1]1/2

� {scan rate (mV s�1)}1/2. (2)

Fig. 4 Schematic representation of electrochemical sensing set up for urea sensing.
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The diffusion coefficient value (D) of the redox species for the
Urs-GLDH/GOS/ITO bioelectrode has been estimated from the
slope of Ip versus n1/2 plot using the Randel–Sevcik equation:

Ip ¼ (2.69 � 105)n3/2AD1/2Cn1/2, (3)

where, Ip is the peak current (Ipa anodic and Ipc cathodic), n is
electron stoichiometry, A is the electrode area (0.25 cm2), D is

Fig. 5 (a) CV of ITO, GO/ITO, SiO2/ITO, GOS/ITO and Urs-GLDH/GOS/ITO electrodes, in PBS (pH¼ 7) containing 5mM [Fe(CN)6]
3�/4�; (b) CV of

the Urs-GLDH/GOS/ITO bioelectrode at different scan rates (10–100mV s�1) (inset: redox peak current as a function of square root of scan rate);
(c) electrochemical response studies of the Urs-GLDH/GOS/ITO bioelectrode as a function of urea concentrations [20–140 mg dL�1 (3.3–23.2
mM)] using CV; (d) fitted calibration plot between anodic peak current and urea concentration (20–120 mg dL�1); inset: calibration plot between
anodic peak current and urea concentration (20–140 mg dL�1); (e) control experiment of the GOS/ITO electrode as a function of urea
concentration; inset: oxidation peak current vs. urea concentration plot of the GOS/ITO electrode.
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the diffusion coefficient, C is the concentration of redox species
(5 mM [Fe(CN)6]3�/4�) in mol cm�3, and n is the scan rate. The D
value has been obtained as 3.6 � 10�7 cm2 s�1.

The electrochemical sensing studies of the Urs-GLDH/
GOS/ITO bioelectrode have been carried out as a function of
urea concentration in the presence of 30 mL of nicotinamide
adenine dinucleotide (NADH, 3.7 mg dL�1) and 70 mL of a-
ketoglutarate (a-KG, 47.5 mg dL�1) using cyclic voltammetry in
PBS solution 50 mM PBS (pH 7, 0.9% NaCl) containing 5 mM
[Fe(CN)6]

3�/4�. It is observed that the magnitude of the
response current obtained for the Urs-GLDH/GOS/ITO bio-
electrode increases as the concentration of urea increases
(Fig. 5(c)).

Fig. 5(d) shows the linear calibration plot between the anodic
peak current and the urea concentration (20–120 mg dL�1). The
response current varies proportionally as a function of urea
concentration in this detection range. The calibration curve
displayed in Fig. 5(d) has been tted between the urea
concentration and the value of the anodic peak current that
obeys eqn (3).

Ia(Urs-GLDH/GOS/ITO) [A] ¼ 3.06 � 10�6 [A] + 1.04

� 10�7 A (mg dL)�1 � {urea concentration (mg dL�1) (4)

At the next higher value of urea concentration (140 mg dL�1),
there is no signicant increase in the response current and the
Urs-GLDH/GOS/ITO bioelectrode is saturated[inset of Fig. 5(d)].

The lower detection limit for the GOS bioelectrode is 2.1 mM
obtained using the 3s/m criteria, where m is the slope and s is
the standard deviation of the calibration graph. The linear
range lies between 3.3 and 19.9 mM with a good sensitivity of
2.6 mA mM�1 cm�2.

Further, we have performed the control experiment using the
GOS/ITO electrode as a function of urea concentration con-
ducted in PBS containing 5 mM [Fe(CN)6]

3�/4� [Fig. 5(e)]. It has
been observed that the response current obtained for GOS/ITO
does not signicantly change as a function of urea concentra-
tion [inset, Fig. 5(e)].

During the biochemical reaction (depicted in Fig. 6), Urs
catalyzes the decomposition of urea into hydrogen bicar-
bonate (HCO3

�) and ammonium (NH4
+) ions. It has been

found that ammonium ions simply diffuse into the solution.
Thus, it is required to add GLDH as it catalyzes the reversible
reaction between a-KG and NH3 to NAD+ and linked oxidative
deamination of L-glutamate in two steps. The rst step
involves a Schiff base intermediate formed between NH3 and
a-KG. Then the Schiff base intermediate protonated due to
transfer of the hydride ions from NADH resulting in the
formation of L-glutamate. NAD+ is utilized in the forward
reaction of a-KG and free NH3 that is converted to L-gluta-
mate via hydride transfer from NADH to glutamate. NAD+ is
utilized in the reverse reaction, involving L-glutamate being
converted to a-KG and free (NH3) via the oxidative deami-
nation reaction.2,38,40 The electrons generated during these
reactions are transferred to the GOS/ITO electrode through a
Fe(III)/Fe(IV) redox probe providing the signal in the form of
current.

The biochemical reaction is formulated below:

ðNH2Þ2COþ 3H2O �����!Urs
NH4

þ þOH� þHCO3
� ðstep AÞ

The Urs-GLDH/GOS/ITO urea biosensor has been checked for
its accountability by different tests such as reproducibility,
specicity and stability measurements (Fig. 7). The reproduc-
ibility of Urs-GLDH/GOS/ITO bioelectrodes has been determined
by monitoring the maximum peak current response for the ve
similar electrodes made using the same protocol. It is found that
there is no major change in the peak current response (see
Fig. 7(a)) and conrms the reproducibility of the Urs-GLDH/GOS/
ITO bioelectrode as a reliable urea biosensor. The stability of the
biosensor was monitored for a period of eight weeks at an
interval of one week to see the peak current response change with
respect to aging. There was only �6% decrease even aer the
eight week period when stored under refrigerated conditions
(4 �C) (Fig. 7(b)). Further the Urs-GLDH/GOS/ITO urea biosensor's
specicity towards urea has been measured to see the response
with other analytes. For this, the interference monitored by
checking the peak current response of Urs-GLDH/GOS/ITO in
comparison with other interferants such as cholesterol, glucose
and ascorbic acid. The absence of similar peak current response
as in the case of urea is an indication of the high specicity of the
Urs-GLDH/GOS/ITO biosensor towards urea (Fig. 7(c)).

The higher sensitivity obtained in our study as compared to the
reported data (see Table 2) is due to the excellent electrochemical
properties and the large surface area of GOS. Further, the meso-
porous and biocompatible SiO2 particles were found to exhibit
good electrocatalytic properties, which further enhance the
response current as compared to GO. Moreover, the mesoporous
morphology of SiO2 particles facilitate surface density of enzyme
loading. The faster response time (10 s) is attributed to rapid
electron transfer kinetics of GOwith abundant edge-plane defects.

Conclusions

SiO2 particles of uniform size �500 nm embedded on the
functional GO surface, which are quite useful for practical

Fig. 6 Schematic representation of a electrochemical urea sensing
mechanism using a GOS bioelectrode.
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applications like biosensing, were synthesized and thoroughly
characterized. The different techniques such as SEM, XRD
used for structural characterization, and for vibrational spec-
troscopy, IR and Raman were used. SEM images clearly
revealed an almost uniform size of mesoporous SiO2 particles
evenly distributed on the GO sheets. Raman study of the GO
and GOS composites clearly reveals that the degree of disorder
increases from GO to GOS3. This indicates that during the
formation of GOS composites, more sp3 disorder is introduced
into the sp2 structure of graphene, i.e. the GO sheets get
signicantly modied. The IR spectra of both GO and GOS
show that different functional groups, such as epoxy, alkoxy
and carboxylic are attached to the GO sheet, which is man-
ifested by the observation of several characteristic peaks of
these functional groups. Owing to its different functional

groups and optimum concentration, GOS3 showed high
hydrophilicity, lm forming capabilities and thereby good
enzyme loading. The as synthesized GOS were electrophoreti-
cally deposited and biofunctionalized with urease (Urs) and
glutamate dehydrogenase (GLDH) enzymes. The Urs-GLDH/
GOS/ITO bioelectrode has been utilized for the electro-
chemical biosensing of urea. The response studies of this urea
sensor reveal a high sensitivity of 2.6 mA mM�1 cm�2, a good
detection limit of 2.1 mM and a good storage stability of 8
weeks. Further the reproducibility and specicity were found
to be well promising for the Urs-GLDH/GOS/ITO bioelectrode
to be used as an efficient urea biosensor. It should be inter-
esting to utilize this easy and cost effective GO based platform,
GOS for fabrication of other biosensors for application to
clinical diagnostics.

Fig. 7 (a) Different Urs-GLDH/GOS/ITO bioelectrodes fabricated via the same conditions applied to conduct the reproducibility test; (b) stability
studies of the Urs-GLDH/GOS/ITO bioelectrode measured at a regular interval of one week upto eight weeks; (c) specificity plot describing the
CV response of the Urs-GLDH/GOS/ITO bioelectrode in the presence of urea, cholesterol, glucose and ascorbic acid.

Table 2 A comparative table describing the urea sensing characteristics of the bioelectrode Urs-GLDH/GOS/ITO along with some other
reported in the literature

Bioelectrode Detection range (mM) Detection limit (mM) Sensitivity Stability (days) Ref.

Urs-GLDH/GOS/ITO 3.3–19.9 2.1 2.6 mA mM�1 cm�2 35 Present work
Urs-GLDH/ZrO2/ITO 0.8–16.6 0.8 0.07 mA mM�1 cm�2 — 41
MWCNT/silica 2.18 � 10�2 to 1.07 — 2.3 mV mM�1 cm�2 60 42
Urs-GLDH/ZnO-Ch/ITO 0.8–16.6 0.49 0.13 mA mM�1 cm�2 90 39
Urs-PANi-naon/Au 1–10 1 4.2 mA mM�1 cm�2 — 43
Urs/PAPCP/ITO 0.16–5.02 — 0.47 mA mM�1 cm�2 60 44
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Abstract

Current study reports the enhanced cancer cells photothermal ablation 
efficiency of Microwave Reduced Graphene Oxide (MRGO). Reduction of 
chemically exfoliated graphene oxide has been carried out using a microwave 
(700W for 5 minutes). The produced MRGO have been characterized with 
TEM, SEM, XRD, FTIR, RAMAN, AFM and UV-Vis spectroscopy. MRGO nano 
size sheets with average lateral dimension ~200nm, exhibited higher NIR 
absorption efficiency, in comparison to Graphene Oxide (GO). Photothermal 
efficacy (at optimized NIR laser 808 nm, power of 5.0W/cm2 for 5 min) of MRGO 
have been tested against human alveolar epithelial carcinoma cell (A549) and 
human colorectal carcinoma cells (HCT116). As a result, a significant decrease 
in cell viability by 84% and 80% for A549 and HCT116 cell lines respectively 
has been estimated. No significant toxicity has been observed with MRGO (in 
absence of NIR treatment) at the concentrations well above the doses needed 
for photothermal heating against the same cancer cells. Our study introduces 
MRGO as a biocompatible and efficient photothermal agent.

Keywords: Photothermal therapy; Microwave assisted reduced graphene 
oxide; A549 and HCT116 cancerous cells

agents are generally toxic in nature and not efficient for complete 
reduction of all functional groups present over GO. For e.g. NaBH4, 
effectively reduces only C = O rather than epoxy groups, carboxylic 
acids groups and alcohol groups [14]. Usually RGO is obtained by 
graphene oxide reduction at high temperature, or by use of reducing 
agent [15]. Reduction of GO by unconventional heating resources as 
microwave irradiation is better alternative over the popular chemical 
reduction methods. It facilitates quick, inexpensive and mass 
production of RGO with little energy cost, overcoming the problems 
associated with chemically reduced RGO [16-18]. Further in the best 
of our knowledge, no reports are available towards the biomedical 
application of MRGO. In the current study, an attempt have been 
made to exploit the enhanced NIR absorption efficiency of MRGO 
for photothermal destruction of human alveolar epithelial carcinoma 
cell (A549) and human colorectal carcinoma cells (HCT116). This is 
the first study which reports the photothermal application of MRGO.

Experimental Details
Materials

Graphite flakes were obtained from NGS Naturgraphit GmbH 
(Germany). H2SO4, H3PO4 and all other chemicals were purchased 
from Merck limited, Mumbai, India. All the chemical reagents were 
of analytical grade.

Synthesis of graphene oxide (GO)
GO have been synthesized by improved Hummers method with 

a slight modification [19,]. In brief, 1 g of graphite powder have been 
pre-oxidized by reacting it with a mixture of 40 ml of 98% H2SO4, 
5g K2S2O8 and 5 g of P2O5 for 4h at 80⁰C. Further oxidation have 
been achieved by adding the pre-oxidized graphite to a mixture of 
concentrated H2SO4–H3PO4 (v/v: 180: 13) with constant stirring. 

Introduction
Cancer is the leading cause of death worldwide. Around 14.1 

million cases of cancer were found in the world in which 7.4 million 
were of men and 6.7 million of women in 2012 and it is expected this 
number can increase to 24 million till 2035 [1]. More than 200 types 
of cancer have been reported. Out of these, lung and colorectal cancer 
are the serious concern to both developed as well as developing 
countries. Lung cancer is the most frequently diagnosed cancer (1.61 
million, 12.7% of the total) while, colorectal cancer is the third most 
common causes of cancer death (1.23 million, 9.7% of the total) [2]. 
There are several means for the treatment of cancer such as surgery, 
chemotherapy, radiotherapy, and sometimes a combination of them. 
But each of them suffers with certain drawbacks such as severe 
adverse reactions, low efficiency and occurrence of other health 
complications [3-6]. In past decades, photothermal therapy using 
near-infrared spectrum of light employing a photothermal agent 
has emerged as an alternative and effective tool for photo ablation of 
cancer cells with minimum side effects to nearby healthy cells [7-10].

In recent years, 2-D carbon nanomaterials i.e. Graphene 
Oxide (GO) and Reduced Graphene Oxide (RGO) owing excellent 
physicochemical properties, have been widely explored for NIR 
mediated photothermal ablation of cancer cells [11,12 ]. However, 
the issue of inherent toxicity of RGO acquired through the utilization 
of toxic reducing agents remains a matter of debate [12]. Up to now, 
in most of biomedical applications Chemically Reduced Graphene 
Oxide (CRGO) have been used. In chemical reduction of GO, several 
non-ecofriendly reducing agent like hydrazine hydrate, its derivatives 
like dimethyl hydrazine and various metal hydrides, e.g. sodium 
hydride, sodium borohydride (NaBH4) and Lithium Aluminium 
Hydride (LiAlH₄) have been employed [13]. These chemical reducing 
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After 5 min, 6 g of KMnO4 have been added to the mixture and the 
stirring is continued for 15 h at 55⁰C. The reaction is stopped and 
the reactants were allowed to cool at RT followed by pouring of 
200 ml of ice and 1.5 ml of H2O2 (30%). Multiple washings of the 
material have been carried out with DI water, 30% HCl and ethanol 
and finally coagulated with ether. The obtained semi-solid material 
has been vacuum dried overnight to obtain brown Graphene Oxide 
(GO) powder.

Reduction of graphene oxide (GO)
Reduced Graphene Oxide (RGO) has been obtained by reduction 

of Graphene Oxide (GO) by microwave reduction method. In 
microwave reduction, 100 mg of GO powder (kept in 250 ml conical 
flask) was irradiated with 700 W of microwaves for 5 minute (using a 
domestic microwave oven). The exfoliation of GO layers takes place 
and fluky lightweight MRGO was obtained (Figure S3). 

Characterization
Transmission electron microscopy (TEM, Tecnaii-G2F30 

STWIN), operated at an accelerating voltage of 200 KeV and scanning 
electron microscopy (SEM, JEOL–Model JSM6300F) have been used 
for structural characterization of GO and MRGO. The UV-Visible 
absorbance spectra of GO and MRGO solutions were recorded with 
Perkin Elmer UV-Visible-Lambda 25 spectrophotometer. FTIR 
and Raman spectrum have been recorded using Thermo scientific 
Fourier transform infrared spectroscopy (Thermo Nicolet-6700) 
and FT-Raman by Perkin Elmer Spectrum Raman instrument. The 
X-ray diffraction (XRD, Rigakuminiflex-II diffractometer at 30 kV, 
15mA) was used to find the diffraction patterns of GO and MRGO 
(at wavelength of radiation Cu-Kα1~ 1.5405Å). AFM image was 
recorded by (Nanosurf Model: Easy scan 2 with scan rate of 0.5.Hz.
Cellular imaging was done using a Primo vert Zeiss microscope. 
Hemocytometer-Superior Marienfeld Germany Plate Reader-
TECAN Austria Gmb, Model-Sunrise Basic Tecan.were used for cell 
counting and cell viability assay.

Cell culture
Human Colorectal carcinoma cells (HCT116 cells) and human 

alveolar epithelial carcinoma cells. (A549 cells) were cultured 
separately in a 25cm2 tissue culture flask with Dulbecco’s Modified 
Eagle Medium (DMEM) and Ham’s F12 containing 10% FBS (Fetal 
Bovine serum) 20mM D-glucose, penicillin (100 units/mL), and 
100µg/mL streptomycin. Cells were allowed to grow in a humidified 
condition at 37 °C and 5% CO2 atmosphere.

Cytotoxicity evaluation
3-(4, 5-dimethylthiazol-2-yl)-2, 5-diphenyl tetrazolium bromide 

(MTT) assays was carried out to evaluate the cytotoxic effects of 
MRGO against both A549 cells and HCT116 cells. For this, cells were 
cultured and maintained in DMEM and Ham’s F12 medium, 5000 
cells/well were seeded in 96 wells plates. Different concentrations 
(such as 0, 5, 10, 20, 50, 100 and 200µg/mL) of MRGO were added 
in separate wells followed by 24 hours of incubation at 37°C with 5% 
CO2 atmosphere. Each concentration was added in triplicates. After 
24 hours of incubation 20µL of 5.0 mg/mL MTT was added in each 
well and incubated for 4 hours, there after 200µL of DMSO was added 
to solubilize the resultant formazan crystals. Optical density was 
measured at 590-610 nm. The cell viability was estimated according 

to the following equation:

Cell Viability [%] = (OD treated/ OD control) ×100%

Where, OD control was absorbance value estimated from cells 
without incubation of MRGO and OD treated was absorbance 
estimated in the presence of MRGO. 

NIR mediated phototherapy
NIR laser (Nd:YAG) of 808 nm with 5.0 W/cm2 of power density 

was used for phototherapy experiment.5000 of each kind of cells/wells 
(A549 cells and HCT116) were seeded in 96 well plates in six different 
groups in triplicate separately. In first group, normal cell (without 
MRGO) with no laser treatment were taken. In second group, cells 
(without MRGO) after laser treatment were taken. The third group 
consists of cells with15.0µg/mL MRGO without laser treatment. The 
fourth, fifth and sixth group consist of cells with 15.0µg/mL MRGO 
exposed by NIR laser with different time interval as 2.0, 3.0 and 5.0 
minutes respectively. After the NIR irradiation cells were washed 
with PBS (pH-7.4) and cell viability was estimated with trypan blue 
exclusion method.

Statistical analysis
Statistical analysis were done with SPSS-16 software using One 

way ANOVA and significant difference of means were determined 
using Duncan’s multiple range test at the level of p<0.05 and p<0.001.

Results and Discussion
 Structural characterization of MRGO has been carried out using 

Atomic Force Microscope (AFM), Scanning Electron Microscopy 
(SEM) and Transmission Electron Microscopy (TEM). The AFM 
image (Figure 1A) of MRGO showed uniform larger sheet with lateral 
dimension of 500 nm and average height profile of ~90nm, which 
has been reduced significantly i.e upto ~200 nm by ultra-sonication 
(Figure S1A) supporting information). The ultrasonicated MRGO 
sheets with ~200 nm of lateral dimension have been further used for 
photothermal experiments. The average height profile of the MRGO 
nanosheets has been found to be ~40nm (Figure S1.B supporting 
information). Well-exfoliated but crumpled and aggregated MRGO 
sheets are observable in the SEM image (Figure 1B) which is a 

Figure 1: (A) AFM image of MRGO (B) SEM image of MRGO (C) TEM image 
of MRGO (D) HRTEM image of MRGO.
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common feature of the RGO. TEM image of the MRGO (Figure 1C) 
shows the wrinkled structure of folded sheet with lateral dimension 
of ~1µm which break up into small sheet sizes with lateral dimension 
around ~200 nm after ultrasonication (Figure S2). Thus the results 
obtained in TEM image are in well agreement with the observation 
made in AFM. HRTEM (Figure 1D) of MRGO indicates its crystal 
and few layered nature [20,21]. 

In Figure 2A shows the UV-Vis absorption spectrum of GO and 
MRGO (Inset picture show the optical image of GO and MRGO 
Figure 2A). The absorption peak at 230 nm is due to π–π* transition 
of aromatic C-C bonds which is red shifted to 268 nm, indicating 
the electronic conjugation within the reduction of GO by exfoliation 
of GO layers due to microwave irradiation [22]. The RAMAN 
spectrums of as synthesized GO and MRGO were shown in Figure 
2D. The GO and MRGO show G-band due to C-C vibration with 
sp2 carbon which corresponds to the Eg2 phonon at the centre of the 
Brillouinzone and D-band (sp3 carbon) comes from the out-of-plane 
breathing mode of the sp2 carbons, which is due to the presence of 
defects that were introduced in oxidization and reduction procedure. 
In case of GO, the G band was at 1571.7 cm-1, while in case of MRGO 
the G band shifted to 1600.5 cm-1. This indicated the reduction of 
GO is happening by exfoliation of layered structures of GO under 
microwave irradiation. The D band for GO and MRGO was sited at 
1349 cm-1 and 1347cm-1 respectively. In case of MRGO, the ID/IG ratio 
was 0.80, which was smaller than the ID/IG ratio of GO. The reduced 
ID/IG value was attributed to the removal of defects originated due to 
oxygen containing functional groups and the conversion of sp3 to sp2 
carbon [23].

 In the FT-IR spectrum of the GO (Figure 2B), the peaks at, 
3432, 1720,1410,1245 and 1045cm-1 were attributed to O-H, C=O 
stretch of COOH, C-OH, C-O and C-O-C bands, respectively. The 
absorption peaks at 2930 cm−1 and 2850 cm−1 show the symmetric 
and anti-symmetric stretching vibrations of C-H, while the presence 
of two absorption peaks observed at 1630 cm-1.can be attributed 
to the stretching vibration of C=C. Upon the exfoliation of GO by 
microwave irradiation, the C=O bands disappear and intensity of 

C-H stretching band increase. In the FTIR spectrum of MRGO 
(Figure 2B), the intensity of -OH vibrations observed at 3400 cm-1 
is significantly reduced due to deoxygenation but it confirmed the 
presence of carboxylic functional group [24]. 

The powder X-Ray Diffraction (XRD) pattern (CuKα radiation) 
measurements were carried out to investigate the phase and structure 
of as synthesized RGO. In the XRD pattern of the GO (Figure 2C), 
a sharp peak at 10.60⁰, corresponding to reflection of (001) plane 
(interlayer spacing of 0.83 nm) and the other one less intense peak 
at 22.12⁰ was shown corresponding to (002) plane. After microwave 
reduction of GO, the sharp (002) peak of GO disappeared while 
another broad peak of around 23.68⁰ shows up. The disappearance 
of the sharp peak in MRGO can be attributed to the exfoliation of 
layered structures of GO under microwave irradiation and the broad 
peak at 23.68⁰ with interlayer spacing of 0.37 nm may originate from 
the partial restacking of exfoliated graphene layers [24].

The temperature response curves measured at different time 
points with different concentration of GO and MRGO after 
irradiating laser at 808 nm (5.0 W/cm2) are shown in Figure 4. The 
laser irradiation effect (for 5 minutes) with the varying concentration 
of GO like 5.0 mg/L, 10.0 mg/L, 15.0 mg/L and 20.0 mg/L leads to 
rise in temperature as 32°C, 34°C, 37°C and 35°C respectively (Figure 
3A). In contrast under same set of condition the temperature rise 
in case of MRGO was noticed to be 45°C, 50.1°C, 55°C and 54.4°C 
respectively (Figure 3B). DMEM media, Ham’s12 media, Phosphate-
Buffered Saline (PBS) and water did not show any response to the 
irradiation even at 5.0 W/cm2. The above observations suggest the 
superior photothermal heating property in MRGO in comparison to 
GO.

Cytotoxic effect of MRGO on A549 and HCT116 cells were 
evaluated by MTT [3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyl 
tetrazolium bromide] assays, result of which were shown in Figure 
4A and B. Up to 200μg/mL concentration of MRGO, no significant 
toxicity has been estimated for both A549 cells and HCT116 cells, 
which describe the good biocompatibility of MRGO. The statistical 
analysis of the result was done by One way ANOVA followed by 
Duncan’s test at the level of p<0.05. Cytotoxicity results reveal that 
there is no significant difference in the biocompatibility of MRGO 
and CRGO.

The photothermal effect of MRGO against A549 and HCT 116 
cells were studied with the help of try pan blue exclusion method and 

Figure 2: Characterizations of GO and MRGO, (A) UV-Vis absorption spectra, 
inset: Optical images of GO and MRGO dispersions, (B) FTIR spectrum, (C) 
XRD pattern, (D) RAMAN spectrum.

Figure 3: (A) Temperature response curves of aqueous suspension of 
GO at different concentrations   (B) MRGO and medium with 808 nm laser 
irradiation for 5 minutes.
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the results were shown in Figure 5A and B. Percentage decrease in 
cell viability was calculated as 41%, 72% and 84% for A549 cells and 
31.0%, 67% and 80% for HCT116 after 2.0, 3.0 and 5.0 minutes of NIR 
irradiation in the above cell suspensions containing MRGO. Further, 
negligible decrease in cell viability i.e. 99.6% and 99.4% for HCT116 
and A549 cells respectively have been noticed after NIR irradiation for 
5 minutes without MRGO in cell suspensions. Moreover, almost no 
decrease in cell viability i.e. 99.2% and 99.5% for HCT116 and A549 
respectively was observed when only MRGO was incubated with cell 
for 5 minutes. The cell viability results shown above were calculated 
and were in respect of control cell’s viability which was 100%.

After photothermal treatment mediated by MRGO both A549 
and HCT116 were stained with trypan blue and further examination 
was made under light microscope (Figure 6 and 7). The cells with 
only MRGO (Figure 6C and 7C) and treated with NIR (Figure 6B 
and 7B), did not show any uptake the blue colour of trypan dye like 
control cells (Figure 6A and7A) which indicates that all the cells were 
viable, and this is because neither NIR laser nor MRGO itself may 
have potential to induce severe cell death. However, the presence of 
MRGO in cell suspension coupled with NIR radiation causes cell death 
which increases with time of irradiation for both kind of cells. Several 
blue stained dead cells appeared (Figure 6D and 7D) after 2 minute 
exposure of laser with MRGO treatment with preponderance of live 
cells, on the other hand almost all cells were blue stained 5.0 minutes 
of exposure (Figure 6E, F and 7E,F). Moreover, morphological 

changes can also be seen in microscopic examination of the cells with 
MRGO after NIR exposure. 

In the current, study we could not explore the exact mechanism 
of cell death but it may be due to protein denaturation and 
coagulation as well as membrane destruction, which is primarily due 
to thermal disintegration up to 55ºC expansion during NIR mediated 
phototherapy of MRGO. MRGO have shown better photothermal 
effect at lower laser power density i.e.5.0W/cm2 in comparison to 
other nanomaterial based photothermal agent such as gold nano 
shell, and nanorod, which require high power density such as 35.0 W/
cm2

, and 10.0W/cm2 respectively [25, 26]. Further, study is underway 
to explore the mechanism of cell death and in-vivo application.

Facile and quick microwave assisted synthesis of MRGO with its 
high potential as photothermal agent will be an alternative therapeutic 
means for cancer therapy.

The high near infra-red absorption property of MRGO is solely 
attributed to the microwave assisted reduction of GO into MRGO. 
In the current study, we could not explore the exact mechanism of 
high NIR efficiency of MRGO but we propose similar mechanisms 
reported earlier [27].

Figure 4: (A) MTT based colorimetric assay graph for cell viability of A549 
cells and (B) HCT116 cells incubated for 24 hours with different concentration 
of MRGO as (0, 5,10, 20, 50, 100 and 200 µg/mL). The statistically not 
significant values are labelled with # at (p>0.05).

Figure 5: (A) Cell viability of A549 cells and (B) HCT116 cells after exposure 
of NIR laser (808 nm, 5.0 W/cm2) at different time interval of 0, 2, 3, 5 min 
with 15μg/mL concentration of MRGO. The statistically significant values is 
labelled by *at (p<0.05).

Figure 6: (A) Optical images of A549 Control cells, (B) Control cells after 
laser irradiation, (C) Cells with 15.0μg/mL MRGO, (D) Cells with 15.0μg/mL 
MRGO after 2 minutes of laser irradiation (5.0W/cm2, 808 nm ), (E) after 3 
minutes of laser irradiation, (F) after 5minutes of laser irradiation. Blue.colour 
indicates dead cells (Trypanblue test). Scale bar = 60 μm.

Figure 7: (A) Optical images of HCT 116 Control cells, (B) Control cells after 
laser irradiation, (C) Cells with 15.0μg/mL MRGO, (D) Cells with 15.0μg/mL 
MRGO after 2 minutes of laser irradiation (5.0W/cm2, 808 nm ), (E) after 3 
minutes of laser irradiation, (F) after 5 minutes laser irradiation. Blue colour 
indicates dead cells (Trypan blue test). Scale bar = 60 μm.
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Conclusion
In summary, our study establishes Microwave Reduced 

Graphene Oxide (MRGO) as a biocompatible and efficient NIR 
photothermal agent. Microwave assisted reduction of graphene oxide 
create nearly removal of oxygen functional groups in MRGO. It is 
presumed that reduction of oxygen functional group in MRGO nano 
sheets facilitates high NIR absorption by MRGO. Hence, MRGO 
nanosheets with lateral dimension of ~200 nm exhibited enhanced 
photohothermal effects at low power density in short time. Rapid and 
effective photothermal ablation of A549 and HCT 116 cancer cells 
by MRGO using NIR laser (808 nm at 5.0 W/cm2 in 5 minutes) make 
it an interesting material for cancer phototherapy. The cost effective 
and ecofriendly production of MRGO with its high NIR absorption 
property can be further employed for in vivo photothermal 
application.
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a b s t r a c t

The present work proposes partially reduced graphene oxide–gold nanorods supported by chitosan (CH–
prGO–AuNRs) as a potential bioelectrode material for enhanced glucose sensing. Developed on ITO
substrate by immobilizing glucose oxidase on CH–prGO–AuNRs composite, these CH–prGO–AuNRs/ITO
bioelectrodes demonstrate high sensitivity of 3.2 mA/(mg/dL)/cm2 and linear range of 25–200 mg/dL with
an ability to detect as low as 14.5 mg/dL. Further, these CH–prGO–AuNRs/ITO based electrodes attest
synergistiacally enhanced sensing properties when compared to simple graphene oxide based CH–GO/
ITO electrode. This is evident from one order higher electron transfer rate constant (Ks) value in case of
CH–prGO–AuNRs modified electrode (12.4�10–2 cm/s), in contrast to CH–GO/ITO electrode
(6�10–3 cm/s). Additionally, very low Km value [15.4 mg/dL(0.85 mM)] ensures better binding affinity of
enzyme to substrate which is desirable for good biosensor stability and resistance to environmental
interferences. Hence, with better loading capacity, kinetics and stability, the proposed CH–prGO–AuNRs
composite shows tremendous potential to detect several bio-analytes in the coming future.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

With millions dying every year due to diabetes and hyperch-
olesterolemia (average death of one person per six second from
diabetes), increasing efforts have been put in to look for better
biosensing techniques, which are not only efficient, un-
sophisticated and reliable, but also economical. Today, market is
flooded with numerous diagnostic techniques [1], among which
electrochemical analysis, owing to its high sensitivity, tight se-
lectivity, operational simplicity and low cost, has triggered a never
diminishing research interest in the field of biosensors [2,3]. In
principle, it involves the use of electrochemical electrodes im-
mobilized with Glucose oxidase, which on coming in contact with
Glucose results in a redox reaction and the resulting electron

transfer indirectly indicates the amount of glucose being detected.
The transfer of electrons from the active site of GOx, that is thick
protein layer around flavin adeninine dinucleotide (FAD) to the
electrode, thereby is the limiting factor for such detection process
[4]. Research in this area therefore aims to ease this flow of elec-
trons along with improvisation in stability, sensitivty and loading
capacity of such bioelectrodes for an overall enhanced sensing
performance.

Intially, the first generation glucose detection electrodes for
electrochemical sensing were enzyme based and suffered from
poor conductivity, thereby requiring typical environmental con-
ditions for proper functioning [5–7]. This paved in the way for
second generation glucose sensors which utilized metal catalysts
to achieve enhanced conductivity and stability. Down this line,
several publications have attested the potential of Au [8–11], Cu
[12] and Ni [13] for electrochemical sensing of glucose. Metal alloy
systems, specially Au alloys such as Au–Ag, Au–Ru, Au–Pb, and Au–
Cd [14,15] have also been positively studied for this generation
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electrodes. Further, with nanotechnology at its apex, nanomater-
ials with their high surface area and astonishing electrical prop-
erties, were the expected entries as potential biosensing platform,
which lead to the development of third generation glucose sen-
sors. Among the various metal nanoparticles, gold nanorods
(AuNRs) have shown promising potential for electrochemical
biosensing due to (1) one dimensional (1-D) structure, which
provides better electron transfer platform and excellent electro-
catalytic property and (2) congenial environment for biomolecules
immobilization in order to retain their biological activity [16,17].
However, attaining uniform large area coating using such noble
nanoparticles is not only difficult but highly expensive too.

With uniformity as an issue, 2D materials automatically came
up as a solution to improvise the then available electrochemical
sensors by forming nanocomposites with nanoparticles [18]. Down
this line graphene and its chemical derivatives, emerged as po-
tential substrates for fabricating bioelectrodes having novel sen-
sing properties with very high stability, high conductivity and
stability [19,20]. Among these graphene derivatives, biocompatible
graphene oxide has shown great potential for improvising the
loading capactity of bioelectrodes owing to the presence of its
functional groups. Various nanomaterials have been grown on GO
taking the benefit of its highly negatively charged surface due to
the funcational groups, which can notably enhance the electro-
static binding of metal nanoparticles with GO, resulting in a hybrid
supported by electro-static assembly [21,22]. However GO suffers
with low conductivity due to distorted sp3 hybradized geometry
[23–25]. On the other hand great conductivity is achieved in case
of reduced grapheen oxide with planar sp2 hybradization, but this
occurs at the cost of loss in the required functional groups [26].
Very recently a new class of graphene derivative known as par-
tially reduced graphene oxide has emerged, in which unlike rGO,
pi(π) conjugations are restored only partially. Thus prGOs take in
the advantages of both GO and rGO at the same time.

Motivated by the success of highly stable Au nanostructure
while simultaneously realizing the promising potential of GO
based composites offering additional enhanced electrical con-
ductivity benefits after getting reduced to prGOs, we are naturally
inclined for combining these two together for a synergistically
improved novel composite. The aim is to achieve better, faster,
reusable and economic biosensors, with enhanced biomolecules
loading capacity. We opt to choose chitosan (CH) for electrode
fabrication due to two fold reasons, one, to prevent the re-stacking
of prGO sheets and second to exploit it as a compatible matrix
with strong film forming ability and enzyme loading [27]. To
achieve the above said, glucose oxidase (GOx) was immobilized on
to CH–prGO–AuNRs composite film and the resulting electrodes
demonstrated good linear response for glucose biosensing, with
elevated sensitivity and stability. Further, improved loading capa-
city (lower Km) and faster kinetics (higher Ks) ensures lower
amount of required bio-analyte and oveall increase in the effi-
ciency of sensing process. This attests the tremendous potential of
the proposed prGO–AuNRs systems to detect not only glucose but
several other bio-analytes in coming future.

2. Experimental

2.1. Reagents

All the chemicals used were of analytical grade and pure. H2SO4

(98%), H3PO4, KMnO4, AgNO3, NaBH4, AuHCl4(99.99%), N-cetyl-N,
N,N-Trimethyl Ammonium Bromide (CTAB), L-Ascorbic acid, Chit-
osan, β-D Glucose, Glucose Oxidase (200 U/mg) were purchased
from Sigma-Aldrich.

2.2. Synthesis of graphene oxide (GO)

Graphene oxide has been synthesized by the improved Hum-
mers method [28]. In brief, 3.0 g graphite flakes were first added to
a solution of concentrated H2SO4/H3PO4 (9:1). 18.0 g of KMnO4

was then slowly added to the above formed mixture. The resulting
mixture was stirred for 12 h at 50 °C. Obtained suspension was
normally cooled down to room temperature and 400 mL of ice
along with 3 mL of 30% H2O2 was subsequently added. This was
then filtered to obtain acidic GO as the filtrate. Further, the filtrate
was centrifuged (4000 rpm for 4 h) and the supernatant was
decanted away. The material was washed in succession with
200 mL of distilled water, 200 mL of 30% HCl, and with 200 mL of
ethanol. For each wash, the mixture was filtered and centrifuged
(4000 rpm for 4 h) and the supernatant was decanted away re-
peatedly. Finally, the obtained brown colored semi-solid, that is
GO was vacuum-dried at room temperature.

2.3. Synthesis of gold nanorods (AuNRs)

Gold nanorods were prepared by seed-mediated growth
method [29]. For this 5 mL of CTAB solution (0.2 M) and 5 mL of
HAuCl4 solution (0.5 mM) were mixed by stirring. To the above
solution, 0.6 mL of freshly prepared ice-cold NaBH4 (0.01 M) so-
lution was added to get a brownish yellow seed solution. Further
growth solution was prepared by adding 5 mL of AgNO3 (0.004 M)
and 25 mL of HAuCl4 (1 mM) to 25 mL of CTAB (0.2 M). Subse-
quently, 0.275 mL of ascorbic acid (0.1 M) was added to this so-
lution resulting in the growth solution. Finally, to obtain AuNRs,
seed solution (0.060 mL) was added to the growth solution
(50 mL), and the mixture was gently shaken, resulting in a gradual
color change from colorless to blue, within 20 min. To complete
this growth process, the above obtained solution was then kept at
30 °C for 24 h. Finally, above obtained AuNRs suspension was
centrifuged at 10,000 rpm for 10 min to obtain homogenous
mixture of required AuNRs, which was stored at 30 °C in a dark
room.

2.4. Preparation of prGO–AuNRs composite

10 mg of GO was first dispersed in 20 mL of deionized water via
sonication (30 min) following which mild reducing reagent that is
ascorbic acid (100 mL) was added and stirred for 2 h at 60 °C. A
composite of prGO and AuNRs was then prepared by sonicating
10 mL of prGO with 4 mL of re-dispersed AuNRs in deionized
water for 1 h at 50 °C. This composite solution was incubated
overnight prior its use for biosensing purpose. A schematic re-
presentation of the synthesis of prGO–AuNRs composite has been
shown in Fig. S1 (See in Electronic Supplementary Information
(ESI)), which showcases electrostatic interaction between positive
charge of AuNRs (red) and negative charge of prGO.

2.5. Preparation of CH–prGO–AuNRs electrode

A film of CH–prGO–AuNRs composite was fabricated on Indium
Tin Oxide (ITO) coated glass substrate via spin coating technique.
For this, a solution of chitosan was prepared by dissolving 50 mg of
chitosan in 10 mL of distilled water with 2 mL acetic acid. Utilizing
standardized concentration, 3 mL of prGO–AuNRs composite was
thoroughly mixed with 6 mL of chitosan solution. A uniform thin
film of prGO–AuRods composite was deposited on ITO electrode by
spin coating, which was further dried at 40 °C. This CH–prGO–
AuNRs electrode was finally washed with phosphate buffer saline
(PBS) (0.2 M, pH 7.0) to remove any unbounded particles.
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2.6. Preparation of GOx/CH-prGO-AuNRs/ITO bioelectrode

100 mL Of freshly prepared glucose oxidase (1 mg /mL) in PBS
(0.2 M, pH 7.0) was added to CH–prGO–AuNRs composite solution
and kept undisturbed at room temperature for 12 h, to ensure its
immobilization and entrapment in CH matrix. A uniform thin film
of GOx–CH–prGO–Au Rods was deposited on ITO electrode by spin
coating, which was subsequently dried at room temperature. The
schematic representation of bioelectrode fabrication has been
shown in Fig. S2 [see electronic supplimentry information (ESI)],
where, the coil shape denotes CH (blue), the sheet shape re-
presents prGO (brown), while the rod shape represents AuNRs
(red). Finally, these obtained electrodes were washed with PBS
(0.2 M, pH 7.0) to remove any unbounded GOx enzyme from the
electrode surface followed by drying at room temperature. These
biosensor electrodes were then used for electrochemical glucose
biosensing.

2.7. Characterization

The UV–Vis absorption spectra were collected using a Perkin
Elmer UV-Visible-Lambda 25 spectrophotometer. The morpholo-
gical changes were observed employing both scanning electron
microscope [FE-SEM (Zeiss, Merlin), operated at 20 V–30 kV] and
FEI Tecnai-G2 ransmission electron microscopy (TEM) techniques.
Raman spectrometer (micro-Raman setup, Renishaw, Gloucester-
shire, UK) with an excitation source of Arþ laser (514.5 nm) was
used to record the Raman spectrum of the material with a re-
solution of �1 cm�1. Further, X-Ray diffraction (XRD) patterns
were taken using the XRD instrument (Rigaku Desktop Miniflex II
X-Ray diffractometer (Rigaku Corporation, Tokyo, Japan) equipped
with Cu-Kα1 as the source of X-ray along with a Ni filter. Fourier
transform infrared spectroscopy (FTIR) measurements were per-
formed using thermoscientific FTIR (Thermo Nicolet-6700). Fi-
nally, Cyclic voltammetry (CV) was performed using Autolab
(PGSTAT101, Metrohm, The Netherlands) containing three elec-
trode cells each having platinum foil as the counter electrode, Ag/
AgCl (saturated KCl) as the reference electrode and Indium tin
oxide (ITO) coated glass plate, modified with composite materials
as the working electrode.

3. Results and discussion

3.1. Structural characterization

The X-ray diffraction (XRD) pattern of as synthesized GO can be
seen in Fig. S3a (see ESI). Two intense peaks at 11.6° and 42.2°,
corresponding to (002) and (001) reflection planes of GO can be
clearly seen. Further a weak diffraction peak at 26° confirms
complete conversion of graphite into GO through oxidative treat-
ment. XRD results for prGO–AuNRs composite is seen in Fig. S3b
(see ESI), where the peaks positioned at 38.21°, 44.41°, 64.61° and
77.61° depict (111), (200), (220) and (311) planes of AuNRs (JCPDS-
04-0783). Further, the absence of peak at 11.6° [corresponding to
(002) reflection plane of GO] in prGO–AuNRs indicates effective
conversion of GO into prGO during the synthesis of composite.
Finally, a broad and weak peak appearing at 25.6° signatures prGO.

Scanning electron microscopy (SEM) was carried out to char-
acterize the surface morphology of GO, AuNRs and prGO–AuNRs
composites and the micrographs are presented in Fig. 1. The mi-
crograph of GO sheet as seen in Fig. 1(a) suggests several micro-
meters of homogeneity in lateral dimensions. Further, the wrin-
kled morphology can be visualized in the same image. The rod like
structure of AuNRs with low aspect ratio can be seen in Fig. 1(b),
with the inset Figure disclosing its magnified view. The AuNRs
have average length of approximately 32 nm and average diameter
of 16 nm, resulting in an average aspect ratio of 2.0. Fig. 1(c) shows
the images of prGO–AuNRs, wherein again the inset image shows
its magnified image. These images attest a clear decoration of
AuNRs on the surfaces and in between the layers of prGO sheets.
Finally, Fig. 1(d) shown energy dispersive X-ray (EDX) spectro-
scopy results of prGO–AuNRs. It confirms that the composite
mainly contains carbon (C), oxygen (O) and gold (Au) elements, as
expected on distributing AuNRs on the surface of prGO sheets. The
copper (Cu) contribution comes from the copper grid used for the
TEM measurements.

The morphology of AuNRs was further investigated using TEM
and the micrographs are seen in Fig. 2. Fig. 2(a) signifies that the
prepared AuNRs are quite uniform in shape and size with an
average aspect ratio of about 2. Further, the selected area diffrac-
tion (SAED) pattern in Fig. 2(b) indicates that the grown particles

Fig. 1. SEM micrographs of (a) GO, (b) AuNRs, (c) prGO–AuNRs composite and (d) EDX spectrum of prGO–AuNRs composite.
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are crystalline in nature and have FCC lattice.

3.2. Spectroscopic characterization

Fourier Transform Infra Red spectroscopy (FTIR) study of GO
and prGO–AuNRs composites has been summarized in Fig. 3. Fig. 3
(a) shows the FTIR spectra of GO where the peak at 1629 cm�1

corresponds to –C¼C skeletal vibration, while the peaks at
1730 cm�1 and 1399 cm�1 are due to stretching vibrations of –

C¼O and –C–O bonds present in the carboxylic group. Further the
epoxide (–C–O–C) group is confirmed by the peak found at
1220 cm�1. Similarly, –OH functional groups reason out the peaks
at 3439 cm�1 and 1070 cm�1. In case of prGO–AuNRs composite,
the peak intensity of these functional groups as seen in Fig. 3
(b) are reduced, attesting partial reduction of GO into prGO [XRD
as well as FTIR data suggests the removal of functional groups
between the planes of GO, and the controlled conversion of GO
into prGO during the synthesis of prGO–AuNRs composite].

Fig. 4(A) shows the UV–Visible absorption spectra of GO, prGO
and rGO solutions. In Fig. 4(A) (a), an absorption peak seen at
λmax�236 nm signatures the surface π-plasmon excitation (at-
tributed to the π–π* transition of carbon double bonds) of GO [30].
After partial reduction of GO, the absorption peak in comparison to
GO slightly shifts (λmax�236–254 nm) towards the red end as
seen in Fig. 4(A)(b). On the other hand, the absorption peak in
comparison to prGO shift even more in the case of rGO

(λmax�254–268 nm) as observed in Fig. 4(A)(c)].
The interaction of prGO with AuNRs is also confirmed by the

UV–Vis spectroscopy result shown in Fig. 4(B). Curve b of Fig. 4
(B) attests that the surface plasmon absorption of synthesized
AuNRs shows two bands: a strong long wavelength band (λmax at
705 nm) due to the longitudinal oscillation of electrons and a weak
short wavelength band (around 524 nm) in the visible region due
to the transverse electronic oscillation. However, the optical ab-
sorption in the red region is not seen in case of GO as attested by
curve a in Fig. 4(B). Finally, in case of prGO–AuNRs broad and red
shifted (from 705 to 715 nm) plasmon band corresponding to the
AuNRs loaded on prGO matrix can be seen in curve c in the same
Figure. This is different from the spectra obtained for pure AuNRs
due to the composite formation.

Raman spectrum of Graphite, GO, prGO and rGO have been
shown in Fig. S4 (ESI). In case of graphite a prominent band at
�1576 cm�1 (G-band) can be seen along with a 2D band around
2700 cm�1. Relatively low or negligible D-band at �1340 cm�1

indicates near about absence of disordered/defected structure in
graphite. In case of GO, the D band is broader in comparison to G
band in case of graphite, prGO and rGO. Further, the intensity ratio
(by area) ID/IG is also more (1.7) than that of graphite, prGO and
rGO, indicating higher disordered nature due to both, high func-
tionalization and high sp3/sp2 hybridization ratio. Additionally, the
2D band also disappears in case of GO. In case of prGO, the ID/IG
ratio decreases to 1.13, which is driven by partial re-stacking of sp2

hybridization and the removal of some functional groups. Further,
in case of rGO, it is found that the ID/IG ratio further decreases to
1.0, which is an indication of the near about complete reduction of
GO–rGO. The re-generation of 2D-band can also be noticed in case
of both, prGO and rGO, attesting their increased graphitic nature.

Fig. 5(A) shows the FTIR spectra of the three graphene deriva-
tives, GO, prGO and rGO with varying level of functional groups.
Fig. 5(A)(a) represents the FTIR spectrum of GO and the various
functional groups present. In Fig. 5(A)(b), that is in case of prGO,
the peak intensity of these functional groups are found to be re-
duced, attesting partial reduction of GO into prGO Finally, in case
of rGO as seen in Fig. 5(A)(c), the FTIR peak intensites reduce to
much more significantly, indicating the removal of more oxygen
containing functional groups in comparison to prGO.

Fig. 5(B) shows the FTIR spectra of pure chitosan (curve a), CH–
prGO–AuNRs/ITO (curve b) and GOx/CH–prGO–AuNRs/ITO (curve
c) as bioelectrode materials. The peak around 3435 cm�1 in curve
a represents the presence of –NH2 functional group in case of pure
chitosan. Further the mixing of prGO–AuNRs composite in chit-
osan (curve b), results in a peak around 3421 cm�1 indicating the
stretching vibrational modes of –OH and –NH2 functional groups.

Fig. 2. (a) TEM image of AuNRs and (b) SAED pattern attesting crystallinity of the AuNRs with FCC lattice.

Fig. 3. FTIR spectra of (a) GO and (b) prGO–AuNRs.
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Absence of any signature of negatively charged –COOH groups in
prGO–AuNRs s probably due to its involvement in electrostatic
interaction with positively charged gold nanorods. Further, the
peaks at 1650 cm�1and 1550 cm�1 (curve c) represent the –C¼O
(amide I) and –N–H (amide II) band, respectively suggesting the
proper immobilization of GOx on CH–prGO–AuNRs/ITO electrode.

3.3. Electrochemical characterization of electrodes and bioelectrodes

Cyclic voltammetry (CV) of these fabricated bioelectrodes has
been obtained using Autolab with a three electrode system in
phosphate buffer saline (PBS; 0.2 M, pH 7.0) containing 5 mM of
[Fe (CN)6]3� /4� as conducting solution with a potential range of
�1.00–1.00 V and a scan rate of 50 mV/s. Here platinum is used as
the counter electrode, CH–prGO–AuNRs/ITO as the working elec-
trode and Ag/AgCl as the reference electrode. Fig. 6 summarizes
comparative study of peak current response of electrode materials.
The results confirm higher peak current response for the compo-
site material (CH–prGO–AuNRs/ITO) [9�10�4 A, (curve e)] in
comparison to CH–GO/ITO [7.07�10�4 A, curve (b)], CH–prGO/ITO
[7.9�10�4 A, (curve c)], CH–AuNRs/ITO [8.02�10�4 A, (curve d)]
and ITO [6.3�10�4 A, (curve a)], attesting its potential to be used
for fabricating bioelectrode for sensing purposes.

The anodic peak current obtained for CH–GO/ITO is

7.02�10�4 A, which increases to 9.0�10�4 A for CH–prGO–
AuNRs /ITO electrode. The pronounced increment in the current

Fig. 4. Absorption spectra of (A) (a) GO, (b) prGO and (c) rGO solution and (B) (a) AuNRs and (b) prGO–AuNRs composite solution. Inset shows optical images.

Fig. 5. FTIR spectra of (A) (a) GO, (b) prGO and (c) rGO and (B) (a) Chitosan, (b) CH–prGO–AuNRs/ITO electrode and (c) GOx–CH–prGO–AuNRs/ITO bioelectrode.

Fig. 6. Peak current response of ITO electrode (Curve a), CH–GO/ITO (curve b), CH–
prGO/ITO (Curve c), CH–AuNRs/ITO (Curve d), CH–prGO–AuNRs/ITO (Curve e) and
GOx/CH–prGO–AuNRs/ITO bioelectrode (Curve f).
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value may be attributed to the excellent electrocatalytic property
of the AuNRs along with further synergistic enhancement con
their combination with prGO. This results in facile electron
transfer, while simultaneously providing large surface area for an
overall enhanced sensing performance. After GOx attachment, the
anodic peak current of GOx/CH–prGO–AuNRs/ITO bioelectrode
(curve f) decreases to 6.84�10�4 A as compared to CH–prGO–
AuNRs /ITO (9.0�10�4 A), which may be attributed to the in-
sulating nature of the attached enzyme (GOx).

Fig. 7 shows I–V measurements of the four samples, GO, prGO,
rGO and prGO –AuNRs using Keithley Instrument at room tem-
perature. The forward scan results from 0 to 500 mV are shown
below which suggest that the electrical conductivity of rGO is
superior to prGO, which in turn has superior conductivity in
comparison to GO. However, synergistically enhanced conductivity
is obtained in case of prGO–AuNRs, which is higher than GO, prGO
and rGO.

Further, surface concentration of the GOx/prGO–AuNRs/ITO
bioelectrode has been calculated using Brwon–Anston Model (Eq.
(1)).

Ip n F I AV RT/4 12 2= * ( )

where, n is the number of electrons transferred, F is Faraday
constant (96485.5 C/mol), I* is the surface concentration
(mol/cm2), A is the surface area of the electrode (0.5 cm2), V is the
scan rate (50 mV/s), R is the gas constant (8.134/ mol K) and T is
the room temperature (298 K). The surface concentration of
GOx/prGO–AuNRs/ITO bioelectrode is recorded as high as
4.7�10�1 mol/cm2, suggesting higher loading of glucose oxidase
onto prGO–AuNRs/ITO electrode, which undoubtedly leads to en-
hanced efficiency of the bioelectrode compared to other
biosensors.

3.4. Study of electrochemical response of GOx/CH–prGO–AuNRs/ITO
bioelectrode

Realising the important parameters making up an impeccable
biosensor, a meticulous electrochemical sensing study was per-
formed and commendable results were obtained. As the first step,
the peak current response was performed to check the positive
biosensing nature. On obtaining positive results, tests for calcu-
lating detection limit, linearity and sensitivity, were carried out in
order to determine how good a biosensor these proposed

bioelectrodes are. Further, these biosensors' resistance to en-
vironmental interference, which remains one of the key dis-
advantages of present generation biosensors, was put to test. With
good level of success in above tests, further its ability to require
lesser input (loading capacity) to produce accurate desired output
in lesser time (kinetics-Ks) was attested. To appreciate the im-
portant role of prGO–AuNRs matrix for better and effecient bio-
sensing surpassing earlier reported biosensors, a study of the Km

value was also performed. With outstanding results in all above
parameters, finally, to confirm the reliability of our study, com-
mendable reproducibility of these bioelectrodes was chonfirmed.

The peak current response of GOx/CH–prGO–AuNRs/ITO bioe-
lectrode has been studied as a function of glucose concentration.
The mechanism of electron transfer during the course of biosen-
sing has been sketched in Fig. 8. In biochemical reaction, GOx

catalyses decomposition of glucose into gluconic acid and H2O2, as
summarized in reaction Eqs. (2–4).

The biocatalytic reaction involves the reduction of the flavin
adenine dinucleotide (FAD) group in the enzyme into FADH2 by its
reaction with glucose (Eq. (2)). The redox reaction is completed by
further re-oxidation of the FAD by molecular oxygen to regenerate
the oxidized form of the enzyme GOx (FAD) (Eq. (3)).

GOx FAD D Glucose GOx FADH Gluconic acid 22( )( ) + β− − → + ( )

GOx FADH O GOx FAD H O 32 2 2 2( ) + → ( ) + ( )

H O O 2e 2H 42 2 2→ + + ( )− +

Oxidation of produced H2O2 results in increased response
current at positive potential, while consumption of O2 leads to
decreased negative potential. The electrons generated during the
biochemical reaction are transferred to the electrode via Fe(III)/Fe
(IV) redox probe, ensuing a signal in the form of current. The ca-
libration curve has been made by fitting the obtained value of
glucose concentration and value of anodic peak current IP, as seen
in Fig. 9(a). Further, from Fig. 9(b), it was found that the magnitude
of current increases linearly as glucose concentration increases
(biosensing ranges as 10–200 mg/dL), obeying Eq. (5).

I 7. 962 10 A 1. 599

10 A/mg /dL B Glucose concentration mg/dL 5

p
4

6

= × [ ] +

× ( ) × { ( )} ( )

−

−

where Ip, A and B indicate anodic current, intercept and slope re-
spectively. Clearly, GOx/CH–prGO–AuNRs /ITO bioelectrode ex-
hibits increased linearity of 25–200 mg/dL with as low as 14.5 mg/
dL detection limit. Further, sensitivity as high as

Fig. 7. I–V Characteristics of GO, prGO, rGO and prGO–AuNRs for the forward
voltage region 0–500 mV.

Fig. 8. Schematic diagram of electron transfer to ITO in red-ox electrochemical
reaction.
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3.2 mA/(mg/dL)/cm2 (with regression coefficient of 0.998) has been
calculated for GOx/CH–prGO–AuNRs/ITO bioelectrode, further at-
testing the potential of the proposed bioelctrode composite sys-
tem. A comparative study between GOx/CH–prGO–AuNRs/ITO and
GOx/CH–AuNRs/ITO bioelectrode is shown in Fig. 9(c) and
(d) respectively. It further suggests that in contrast to
GOx/CH–prGO–AuNRs/ITO, GOx/CH–AuNRs/ITO shows lower sen-
sitivity (0.65 mA/(mg/dL)/cm2) as well as detection limit (44 mg/
dL), resulting in an overall decreased response.

Lower detection limits (LODs) have been calculated based on the
standard deviation of the response (SD) and the slope (B) of the
calibration curve in Fig. 9(b). Post this approximation the LOD is

calculated according to the formula: LOD¼3(SD/B). For doing so,
the standard deviation of the response has been determined uti-
lising standard deviation of y-intercepts of regression lines. The
potential of the proposed system to work in complex biological
systems was also put to test and compared with the conventioanal
enzymetic based Auto Analyzer technique for glucose detection in
human serum samples. The results are comparable with those ob-
tained using conventional techniques, as attested by the low re-
lative errors (relative to conventional techqniues) (Table S1, ESI).

Next, to develop an understanding of the electron kinetics in-
volved, the standard electron transfer rate constant (Ks) value was
calculated at the bioelectrodes during the reaction. The Ks value at

Fig. 9. Peak current response of (a) GOx/CH–prGO–AuNRs/ITO and (c) GOx/CH–AuNRs/ITO bioelectrodes as a function of glucose concentration; (b) and (d) Calibration curve between
magnitude of anodic peak current (Ip) and glucose concentration (Inset glucose sensing range curve) for GOx/CH–prGO–AuNRs/ITO and GOx/CH–AuNRs/ITO bioelectrodes respectively.

Table 1
Sensing characteristics of GOx/CH–prGO–AuNRs/ITO bioelectrode along with those reported in literature.

Bioelectode materials Detection limit (mM) Linearity (mM) Sensitivity (lA/mM/cm2) Km (mM) References

Thiolated gold – 2.7–22.20 – 3.70 [32]
ZnO nanocomb 0.02 2.02–4.00 15.30 2.10 [33]
ZnO nanorod 0.01 0.001–3.40 23.10 2.60 [34]
Au–CH/Pt 7.0 0.5–10 0.50 10.50 [35]
Au–CH 13.0 5�10�5 to 1.3�10�3 – 3.50 [36]
CNT–CH – 0–7.80 0.50 8.20 [37]
Pt–MWCNT–CH–SiO2 1.0 1–20 58.90 14.40 [38]
Graphene–chitosan 0.02 0.08–12.00 37.93 8 [39]
rGO–GOx – 0.1–27 1.85 – [40]
Pd–rGO 0.034 – 14.1 – [41]
rGO–ZrO2 – 0.29–14.00 11.65 – [42]
Fn–GO – 0.1–20 7.66 – [43]
CH-prGO-AuNRs 0.80 1.3–11.10 57.63 0.85 Present work
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bare ITO, CH–GO/ITO and CH–prGO–AuNRs/ITO electrodes was
calculated using Klingler and Kochi equation as shown in Eq. (6)
[31].

⎛
⎝⎜

⎞
⎠⎟

⎡
⎣⎢

⎤
⎦⎥K

D nFv
RT

nF
RT

E E2.18 exp
6

s p
a

p
c

2 ( )α α= − −
( )

where R, F, α (For ITO: α¼0.19, CH–GO/ITO: α¼0.2 and CH–prGo–
AuNRs/ITO: α¼0.23) and T are the gas constant, Faraday constant,
transfer coefficient and the temperature in Kelvin respectively.
Similarly, Ks is standard heterogeneous rate constant, D is diffusion
coefficient, Ep is oxidation peak potential, Ep/2 is half-wave oxida-
tion peak potential and finally ν is scan rate. In present study, the D
value was determined using Randles–Sevcik equation. The Ks value
of bare ITO, CH–GO/ITO and CH–prGO–AuNRs/ITO electrodes have
been estimated as 2.2�10–3 cm/s, 6.0�10–3 cm/s and
12.4�10–2 cm/s respectively. The Ks value obtained for the CH–
prGO–AuNRs/ITO is relatively higher than that observed for Au-
DTSSP-GOD (0.026 cm/s) [32] and oxidized copper electrodes
(5.0–9.0�10�4 cm/s) [33] reported in literature. The obtained
higher Ks value at CH–prGO–AuNRs/ITO electrode indicates that
the oxidation of glucose was faster at the CH–prGO–AuNRs/ITO
electrode than at the CH–GO/ITO and bare ITO electrode.

The Km value which reveals the affinity of GOx (lower the Km,
better it is) for glucose was estimated by Hanes–Woolf plot [34]. It
should be noted that Km is dependent both on the matrix as well
as the method of enzyme immobilization which results in con-
formational changes. Also the value of Km for the bound enzyme
can be lower or higher than that of purified enzyme. In the present
study, the calculated value of Km for the GOx/CH–prGO–AuNRs/ITO
bioelectrode is 15.4 mg/dL (0.854 mM), which is much smaller
than Km of most of the earlier reported biosensing systems
(Table 1).

The value of Km compared to the reported values for metal
Fig. 10. Schematic diagram of electrical contact between electrode and redox
center of GOx.

Fig. 11. Comparative study of discussed critical parameters (Detection Limit, Linearity, Sensitivity and Km) with the earlier reported biosensors.
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oxide and CH-based matrices (Table 1), suggests that the prGO–
AuNRs matrix helps the immobilized GOx to achieve better con-
formation for faster enzymatic reaction, resulting in the enhanced
enzymatic activity. In earlier reports, it has been seen that glucose
oxidase does not directly transfer electrons to conventional elec-
trodes because of a thick protein layer surrounding its flavin
adenine dinucleotide (FAD) redox center, thereby introducing an
intrinsic barrier to direct electron transfer [35]. The present study
circumvents this barrier as prGO–AuNRs provides better platform
for electron transfer between the immobilized proteins and elec-
trode substrates, resulting in better electrochemical response. This
phenomenon is presented schematically in Fig. 10.

In order to appreciate the potential of our proposed biosensor
system, a comparative study with the earlier reported biosensors, in
terms of all the above discussed critical parameters (Detection limit,
Linearity, Sensitivity and Km) has been summarized in Fig. 11. It is
evident that though the earlier reported Au–Ch and CNT–CHCH based
biosensors have better detection limit, with comparable linearity, but
our composite surpasses them and several others by showing ex-
tremely low Km value and much higher sensitivity. Similarly those
showing better linearity (ZnO nanocomb, Graphene–chitosan,
rGO–GOx, Pd–rGO, rGO–ZrO2 and Thiolated gold based biosensor) fail
to impress in terms of sensitivity, detection limit and Km value.

Further, a comparison of the Ks parameter in Fig. 12 attests the ability
of prGO–AuNRs composite to provide synergistically enhanced in-
teraction between the enzyme (GOx) and the bioelectrode for better
biosensing activity. This is evident from the higher Ks value for the
proposed prGO–AuNRs composite than bare ITO, CH, Au and prGO.

Resistance to interference is yet another important ability that
is required for the biosensosr to be useful in real life complex
system. The peak current response of GOx/CH-prGO-AuNRs/ITO bio-
sensors upon addition of interferents like cholesterol (5 mM), as-
corbic acid (0.05 mM), uric acid (0.1 mM) and urea (1 mM) with
glucose (100 mg/dL) in phosphate buffer (0.2 M, pH 7.0) has been
studied. No significant change in current response occurs by the
presence of these interfering species, which confirms the proposed
GOx/CH-prGO-AuNRs/ITO biosensor’s high specificity for glucose (Fig. 13a).

Commendable stability of the GOx/CH-prGO-AuNRs/ITO bioelectrode
was confirmed by measuring peak current response with respect to
time at a regular interval of 1 week. The proposed biosensor
showed only slight decrease in peak current response after 5 weeks,
when stored in refrigerated conditions (4 °C) (Fig. 13b).

Finally, reproducibility, which often effects the biosensors ad-
versely was put to test. For this four different GOx/CH-prGO-AuNRs/ITO

bioelctrode were prepared under the same set of procedure. When
tested for response, there was no change in peak current response
(Fig. 13c). The % RSD values of inter-repeatability was calculated to
be 1.13% and negligible variation was found for the intra % RSD
values. The sensing performance of the GOx/CH-prGO-AuNR/ITO
bioelectrode based glucose biosensor is summarized in Table 1
along with those reported in the literature.

4. Conclusion

We have successfully tailored a composite of partially reduced
graphene oxide and gold nanorods supported by chitosan (prGO–
AuNRs) as an highly efficient electrode material for fabrication ofFig. 12. Comparative study of Ks and D for bioelectrode.

Fig. 13. (a) Peak current response of GOx/CH-prGO-AuNRs/ITO bioelectrode in presence of glucose, Cholesterol, Urea and Ascorbic acid, (b) peak current response of
GOx/CH-prGO-AuNRs/ITO bioelectrode measured at regular interval of one week conducted in PBS, and (c) peak current response of different GOx/CH-prGO-AuNRs/ITO bioelectrode
fabricated via the same set of procedure with GOx (1 mg/mL), conducted in PBS (pH 7.4) containing 5 mM [Fe(CN)6]3-/4-.
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bioelectrode for electrochemical biosensing of glucose. Better
electrochemical response for composite of prGO–AuNRs was
confirmed by higher peak current response, which cannot be
achieved by the use of parent materials individually. Further, im-
proved sensitivity (3.2 mA/(mg/dL)/cm2), ability to detect small
amounts of glucose (due to lower detection limit of 14.5 mg/dL)
and faster electron transfer i.e. kinetics (high Ks value
�12.4�10–2 cm/s) attests the composites true potential for bio-
sensing applciations. The proposed biosensor surpasses the earlier
reported biosensors by possesing better loading capacity signify-
ing that lesser amount of blood sample would be required for
detection. This is owing to much lower Km value which also sup-
ports the synergistic interaction of prGO–AuNRs system with GOx,
that is enzyme for enhanced enzymatic activity. Finally with an
ability to resist environmental interference, along with great sta-
bility and reproducibility, we propose that this composite has
tremendous potential to be utilized as an efficient electrode ma-
terial for electrochemical sensing of several clinically important
bioanalytes (i.e. urea, cholesterol, and triglycerides, etc.) in the
coming future.
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Protein conjugated carboxylated gold@reduced
graphene oxide for aflatoxin B1 detection†

Saurabh Srivastava,abc Shiju Abraham,b Chandan Singh,a Md. Azahar Ali,‡a

Anchal Srivastava,b Gajjala Sumanaa and Bansi D. Malhotra*ac

A sensitive, reproducible, stable and label-free immunosensor has been prepared via simultaneous

reduction of graphene oxide and gold(III) salt using an eco-friendly and non-toxic reducing agent sodium

citrate resulting in uniformly distributed gold nanoparticles on reduced graphene oxide (rGO) sheets. The

in situ grown gold@carboxylated reduced graphene oxide (Au@rGO) surface has been used for

bioconjugation with monoclonal antibodies of aflatoxin B1 using EDC-NHS chemistry. The in situ growth

of AuNPs (gold nanoparticles) onto the rGO sheet results in improved electrocatalytic activity and

loading of the antibodies due to the enhanced surface area. The monodispersion of the Au nanoparticles

on the rGO sheets yields heterogeneous electron transfer (2.85 � 10�4 cm s�1) resulting in improved

biosensor efficacy compared to that based on the rGO electrode. This immunosensor is sensitive to

detect as low as 0.1 ng mL�1 concentration of aflatoxin compared to the reported ELISA (enzyme-linked

immunosorbent assay) standard method. The Au@rGO based immunosensor exhibits high sensitivity

(182.4 mA (ng mL�1)�1 cm�2) in a wide linear detection range of 0.1–12 ng mL�1. Results of the studies

related to this immunosensor reveal that the Au@rGO nanocomposite is a suitable platform for the

development of a compact biosensing device for food toxin monitoring.

Introduction

Graphene, a single layer of sp2 hybridized carbon atoms
resembling a honeycomb lattice, is the fundamental building
block of all carbonaceous nanomaterials. It is in increased
demand owing to its unique electrical, optical and mechanical
properties.1–4 Reduced graphene oxide (rGO) synthesized by
chemical methods has recently aroused much interest as an
excellent candidate for biosensing applications. The abundant
functional groups (hydroxyl and epoxies at the basal plane with
carboxyl groups at edges), larger surface area, capability to
facilitate direct electron transfer from enzymes and proteins,
ease of processing and low cost reveal rGO as an interesting
candidate compared to pristine graphene for electrochemical
biosensing.5–7 The oxygenated functional groups present in rGO
have been found to be responsible for the heterogeneous charge
transfer resulting in faster electron transfer kinetics.6 Moreover,

the oxygenated functional groups present in rGO facilitate
direct covalent attachment of desired biomolecules onto the
rGO surface providing high stability to the biosensor.

Compton et al. have recently reported the preparation of
chemically active reduced graphene oxide (rGO) with a consid-
erable amount of functional groups suitable for biomolecule
attachment and with the desired conductivity for electro-
chemical sensing applications.8 The rGO based materials have
been employed for enzymatic analysis, genosensor develop-
ment and food toxin detection etc.9–16 Although rGO has been
utilized in many electrochemical biosensing applications, there
is considerable scope to improve the biosensing characteristics
such as sensitivity, detection limit and stability. In this context,
the nanocomposite of rGO with metal nanoparticles,17–19 metal
oxide nanoparticles20,21 and conducting polymers22,23 for bio-
sensing applications have recently aroused much interest.

The functionalization of rGO with the noble metals such as
gold (Au) and platinum (Pt) has been employed for the devel-
opment of high performance electrochemical biosensing
devices.24–27 The noble metal nanoparticles are known to
possess excellent electrocatalytic properties and the resulting
Au@rGO nanocomposite has been found to exhibit an
enhanced voltammetric current as compared to that of the bare
rGO. Moreover, the high surface area and oxygenated moieties
of rGO provide an efficient support for homogeneous dispersion
of the metal nanoparticles without affecting their electro-
chemical activities. Chen et al. have reported a gold–graphene
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nanohybrid for the electrochemical detection of glucose with
400-fold enhanced sensitivity as compared to that of rGO.27 Guo
et al. have demonstrated that the platinum nanoparticles–gra-
phene hybrid nanosheets show a higher voltammetric current
and can be used to detect several organic and inorganic mole-
cules with superior sensitivity in comparison to those based on
pristine graphene.25

Aatoxins (AFs) are a group of secondary fungal metabolites
that are produced by Aspergillus avus and Aspergillus parasiticus
under certain conditions and are the most widely spread group
of toxins resulting in contamination of food products. Among
these, aatoxin B1 (AFB1) is known to be the most toxic and is
responsible for human hepatocellular carcinoma (the Interna-
tional Agency for Research on Cancer regards it as a human
carcinogen).28,29 Thus, sensitive and efficient detection of this
food toxin is urgently needed to monitor food safety and human
health. In this context, the development of an electrochemical
biosensor has recently aroused much interest due to its high
sensitivity, fast detection ability and simplicity. We have
recently reported an rGO based immunosensor for the detection
of a food toxin.9

We report in situ fabrication of a Au@rGO nanocomposite
via the simultaneous reduction of GO and Au3+. This Au@rGO
nanocomposite material has been used as a sensitive platform
for electrochemical detection of a food toxin (aatoxin B1). The
proposed electrochemical detection strategy offers higher
sensitivity, improved detection range and stability. The sodium
citrate acts as a capping reagent for the effective reduction and
stabilization of the Au@rGO nanocomposite.27,30 Sodium citrate
is considered to be a non-toxic reducing agent, as compared to
hydrazine/sodium borohydride that is known to be highly toxic
and explosive, for the reduction of GO. Moreover, unlike the
rGO prepared via hydrazine which is known to agglomerate, the
rGO obtained via sodium citrate is found to form a stable
colloidal dispersion due to hydrogen bonding between the
oxygenated functional groups on the surface of the rGO and the
hydroxyl/carboxyl groups of sodium citrate.30 Moreover, these
functional groups allow enhanced loading of biomolecules for
biosensing applications. To the best of our knowledge, this is
the rst report towards the application of an in situ derived
carboxylated Au@rGO nanocomposite based platform for food
toxin detection.

Results and discussion
Electron microscopy studies

Transmission electron microscopy (TEM) images of GO show
good quality and thin layered graphene dispersed on a carbon
coated copper grid (Fig. 1(i)). It can be clearly seen that the
wrinkles and folds (marked regions) appear on the GO sheet
due to defects and functional groups in the carbon lattice. It
appears that the GO sheet is extended to several micrometers
and the dark region corresponds to the multilayered GO. The
TEM image of the Au@rGO nanocomposite is shown in Fig. 1(ii)
wherein monodispersed Au nanoparticles (AuNPs) are clearly
visible on the rGO surface. The rGO sheets possess defects and
residual oxygenated functional groups that perhaps act as the

nucleation sites for the formation of the AuNPs. The atomic
scale image of a AuNP shows clear lattice fringes. The average
inter-planar spacing of the lattice fringes is found to be 2.35 Å
corresponding to the (111) plane (Fig. 1(iii)) which is in good
agreement with the results of the X-ray diffraction studies.
Fig. 1(iv) shows the particle size distribution of the AuNPs
present at the rGO surface.

The surface morphology of the various modied electrodes
has been investigated using scanning electron microscopy
(SEM) as depicted in Fig. 2. Image (i) shows an SEM image of the
rGO where the graphene sheets are found to be several microns
in dimension. It appears that the rGO sheets stack together to
form a larger sheet during coherent deposition on the ITO
(indium tin oxide) electrode. However, the morphology of the
Au@rGO/ITO electrode (image (ii)) reveals that the Au grains are
incorporated throughout the rGO sheet. Some AuNPs are visible
on the surface of the graphene sheets while some of them are
found to be entrapped between the rGO sheets as is clearly
visible in the enlarged image (iii). However, aer functionali-
zation with antibodies, the surface morphology of the Au@rGO/
ITO electrode completely changes due to the high antibody
loading on the electrode surface (image (iv)).

Structural studies

Fig. 3(i) shows the UV-visible spectra of (a) GO, (b) rGO and (c)
the in situ synthesized Au@rGO nanocomposite dispersed in
water. The UV-visible spectrum of GO shows an absorption peak
at 232 nm due to p–p* transition of aromatic C–C bonds.
However, aer rGO formation, themaximum absorption peak is
found to be red shied to 270 nm indicating reduction of GO.9

The AuNPs exhibit the characteristic absorption peak at 530 nm
(inset; Fig. 3(i)). The spectrum of the in situ synthesized
Au@rGO nanocomposite shows two absorption peaks at 270
nm and 530 nm. This result indicates simultaneous reduction
of Au3+ to Au as well as GO to rGO leading to Au@rGO nano-
composite formation.

Fig. 3(ii) shows XPS spectrum of the C 1s region of the
Au@rGO nanocomposite. The spectrum has been deconvoluted
into the characteristic binding energy peaks using peak t 1
soware. Background subtraction and peak tting of the spec-
trum have been done using the Shirley function and Gaussian
function, respectively. XPS measurements were carried out in a
Perkin Elmer XPS chamber (PHI 1257) with a base pressure of
5 � 10�9 Torr. The chamber is equipped with a dual anode
comprising of Mg-Ka (energy 1253.6 eV) and Al-Ka (energy
1486.6 eV) X-ray source and a high-resolution hemispherical
energy analyzer for energy resolved electron detection. An Mg-
Ka X-ray source has been used for this study. The samples were
sputtered with 4 keV argon ions to remove surface contamina-
tion prior to the XPS studies. The binding energy peak found at
284.5 eV is assigned to graphitic C–C. The peaks found at 285.5
and 286.7 eV are due to the hydroxyl (C–OH) and epoxy (C–O)
groups, respectively. Further, the binding energy peaks seen at
288.2 and 289.4 eV can be attributed to the carbonyl (C]O) and
carboxylic acid (O–C]O) groups present in the samples,
respectively. Table 1 details the binding energy position of the
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various functional groups, FWHM and the corresponding rela-
tive percentage of these groups in the Au@rGO nanocomposite.
These results indicate that the Au@rGO nanocomposite has
abundant carboxylic acid functional groups as evidenced by
their high relative atomic percentage (10.4%). These carboxylic

acid groups have been used to bind with the amino terminal of
the antibodies through the covalent immobilization process.

Fig. 3(iii) shows the Fourier transform infrared spectra (FT-
IR) of the (i) rGO/ITO, (ii) Au@rGO/ITO and (iii) anti-AFB1/
Au@rGO/ITO lms. The rGO and Au@rGO exhibit the charac-
teristic peak at 1413 cm�1 corresponding to the O–H bending
vibration of the carboxyl group. The band seen at around 1600
cm�1 is due to aromatic C]C stretching vibration. The broad
band found at around 3300 cm�1 may be assigned to O–H
stretching. Further, the band found in the region of 1000–1143
cm�1 corresponds to C–OH stretching vibration. From the FT-IR
spectrum of the anti-AFB1/Au@rGO/ITO lm (spectrum c), it
may be noted that the intensity of the 1413 cm�1 band (corre-
sponding to O–H bending vibration of the carboxyl group) is
considerably reduced as compared to that of the Au@rGO/ITO
lm (spectrum b). An additional peak corresponding to the
amide I band appears at 1664 cm�1. This indicates that
carboxylic acid groups present in the nanocomposite have been
utilized in amide bond formation with amino groups of the
antibodies. The band seen at 3300 cm�1 becomesmuch broader
and is shied to 3400 cm�1 due to presence of the amide N–H
stretching vibrations in the antibodies.

Fig. S1 (see ESI†) shows an X-ray diffraction (XRD) pattern of
the electrophoretically deposited Au@rGO lm on ITO
substrate. The XRD pattern displays characteristic peaks cor-
responding to rGO, Au and ITO. A broad hump observed at 2q¼
25� represents the characteristic (002) plane (d002 ¼ 3.56 Å) of
rGO.31 The characteristic peak occurring at 38� is assigned to the
(111) reection plane (d111 ¼ 2.36 Å) of the fcc gold. Another

Fig. 1 Transmission electronmicrographs of (i) graphene oxide, (ii) Au@rGO, (iii) high resolution transmission electronmicrograph (HR-TEM) of a
Au nanoparticle and (iv) particle size distribution of Au nanoparticles on the rGO sheet.

Fig. 2 Scanning electron micrographs of electrophoretically depos-
ited (i) rGO/ITO film, (ii) Au@rGO/ITO film, (iii) enlarged view of the
Au@rGO/ITO film and (iv) antibody functionalized anti-AFB1/Au@rGO/
ITO film.
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peak seen at 44� corresponds to the (200) plane (d200¼ 2.05 Å) of
Au (JCPDS 89-3697). The rest of the XRD peaks seen at 21.2�,
30.2�, 35.1� and 50.6� may be assigned to the (211), (222), (400)
and (440) reection planes, respectively, arising due to the ITO
substrate (JCPDS 89-4596). The crystallite size of the AuNPs has
been estimated to be 26 nm using the Debye–Scherrer equation.

Electrochemical studies

Fig. 4(i) shows cyclic voltammograms (CV) obtained for the
various modied electrodes at 30 mV s�1 scan rate obtained
using a three electrode system in phosphate buffered saline
(PBS) at pH 7.4 containing 5 mM [Fe(CN)6]

3�/4�. It can be seen
that the magnitude of the oxidation peak current of the rGO/
ITO electrode (255 mA) is higher as compared to that of the
GO/ITO electrode. This is attributed to the higher conductivity

of rGO arising due to reduction in the functional groups and
defects compared to that of GO (curve a and b). Additionally,
the peak-to-peak separation of rGO/ITO is found to be smaller
as compared to that of the GO/ITO electrode indicating faster
electron transfer. Moreover, the in situ synthesized Au@rGO/
ITO electrode exhibits around 2-fold enhanced current (576.7
mA) indicating that decoration of rGO with Au nanoparticles
increases the electroactive surface area providing the con-
ducting bridges for the electron-transfer. Alternately, it may
perhaps be attributed to the metallic conductivity as well as
the excellent electrocatalytic activity of the gold nanoparticles-
decorated rGO. Aer antibody functionalization, the oxidation
current is found to decrease (468.4 mA) and the peak potential
is shied to a more positive value. This is indicative of the
insulating nature of the immobilized antibody molecules. The
anodic peak current further decreases to 335 mA in the case of
the BSA/anti-AFB1/Au@rGO/ITO electrode. This is due to the
fact that BSA blocks most of the non-specic active sites
present on the immunoelectrode surface. The electrochemical
surface area32 is related to the charge associated with a known
adsorbate ([Fe(CN)6]

3�/4�) on the electrode surface (ITO), qm,
and the charge associated with that of the various modied
electrodes (monolayer coverage of the said adsorbate), qad, as

Aec ¼ qad/qm (1)

It has been found that the electrochemical surface area is
signicantly increased in the case of the Au@rGO/ITO electrode

Fig. 3 (i) UV-visible spectra of (a) GO, (b) rGO and (c) the in situ synthesized Au@rGO, inset: UV-visible spectrum of the AuNPs showing the
characteristic absorption peak at 530 nm. (ii) X-ray photoelectron spectrum (XPS) of the C 1s region of Au@rGO deconvoluted into characteristic
peaks. (iii) Fourier-transform infrared spectra of (a) rGO/ITO, (b) Au@rGO/ITO and (c) anti-AFB1/Au@rGO/ITO.

Table 1 The various functional groups on the Au@rGO nano-
composite, their binding energy position, FWHM and the relative
percentage of these functional groups

Functional
groups

Binding energy
position (eV) FWHM (eV)

Relative
percentage (%)

C–C 284.4 1.3 53.7
C–OH 285.5 1.35 20.2
C–O 286.7 1.35 10.2
C]O 288.2 1.58 5.6
O–C]O 289.4 2.6 10.3
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(137 mm2) as compared to that of the rGO/ITO (36.5 mm2) and
GO/ITO (29.4 mm2) electrodes. This indicates that Au@rGO
exhibits a higher electrochemical surface area leading to the
large scale redox conversion of [Fe(CN)6]

3�/4� and an enhanced
CV response.

Fig. 4(ii) shows the CV response of four nanocomposite
electrodes as a function of HAuCl4$3H2O concentration. The
concentration of rGO used was 1 mg mL�1 for all the four
fabricated electrodes whereas the loading amount of AuNPs on
the rGO sheet was controlled by taking different concentrations
of HAuCl4$3H2O (0.2 mgmL�1 or 0.5 mM for Au@rGO 1, 0.4 mg
mL�1 or 1 mM for Au@rGO and 0.8 mg mL�1 or 2 mM for
Au@rGO 2). It has been observed that the redox peak current
increases with increased Au loading on the rGO sheet. This is
attributed to the increased electrochemical surface area and
conductivity due to the increased amount of AuNPs. The
concentration of the gold salt directly inuences the size of the
synthesized AuNPs which has a strong relationship with the
electrochemical performance of the fabricated immunosensor.
Ahmad et al. have concluded that increasing the concentration
of gold salt results in larger AuNPs with agglomerated geometry
while a low concentration results in smaller AuNPs.33 In our
case, with an increase in the concentration from 0.2 mM to 0.4
mM, the current increases signicantly and then it becomes
saturated due to the large agglomerated AuNPs. Keeping this in
mind, 0.4 mM of gold salt has been utilized for the immuno-
sensor fabrication.

Fig. S2(i) (see ESI†) shows cyclic voltammograms of the BSA/
anti-AFB1/Au@rGO/ITO immunoelectrode obtained as a func-
tion of scan rate (30–100 mV s�1). It has been observed that
redox peak current as well as potential increase linearly with the
square root of the scan rate. This indicates that the redox
reaction is controlled by semi-innite linear diffusion resulting
in faster electron transfer kinetics. The slope and intercept
follow eqn (2)–(5):

Ia [A] ¼ 4.06 � 10�5 [A] + 4.4 � 10�5 [A2 s mV�1]1/2

� {scan rate (mV s�1)}1/2; R2 ¼ 0.99 (2)

Ic [A] ¼ �8.4 � 10�5 [A] � 3.3 � 10�5 [A2 s mV�1]1/2

� {scan rate (mV s�1)}1/2; R2 ¼ 0.99 (3)

Vap ¼ 7.4 � 10�2 (V) + 1.7 � 10�2 (V1/2 s�1/2)

� {scan rate (mV s�1)}1/2; R2 ¼ 0.98 (4)

Vcp ¼ �1.2 � 10�1 (V) � 1.4 � 10�2 (V1/2 s�1/2)

� {scan rate (mV s�1)}1/2; R2 ¼ 0.99 (5)

The surface coverage of the BSA/anti-AFB1/Au@rGO/ITO
immunoelectrode has been estimated to be 3.96 � 10�8 mol
cm�2 using the Brown–Anson model.34

Fig. S2(ii) (see ESI†) shows electrochemical impedance
spectra (EIS, Nyquist plots) of the different modied electrodes
in the frequency range of 104 to 10�1 Hz at a biasing potential of
10 mV. The electrochemical system can be modeled by an
equivalent circuit (Randles circuit) comprised of the solution
resistance (RS), charge transfer resistance (RCT), Warburg
impedance (W) and double layer capacitance (CDL) etc. The
charge transfer process in this electrode has been investigated
by measuring the charge transfer resistance (RCT) that depends
on the dielectric characteristics at the electrode/electrolyte
interface. The maximum RCT value of the rGO/ITO electrode is
found as 721 U. However, the signicant reduction in the RCT
value observed in the case of the Au@rGO/ITO electrode (136 U)
may be attributed to the higher conductivity as well as the
excellent electrocatalytic activity of the Au nanoparticles in the
nanocomposite matrix. The antibody functionalized matrix
(anti-AFB1/Au@rGO/ITO) exhibits a higher RCT (179 U) as
compared to Au@rGO/ITO and is attributed to the insulating
nature of the antibody molecules. Further, since BSA molecules
cover most of the non-specic active sites of the immunoelec-
trode surface, the charge transfer process is again hindered,
resulting in a higher RCT (448 U) in the case of the BSA/anti-
AFB1/Au@rGO/ITO electrode.

The heterogeneous electron transfer rate constant (k0) of the
Au@rGO/ITO and rGO/ITO electrodes has been calculated using
eqn (6)35

Fig. 4 (i) Cyclic voltammograms of the fabricated (a) GO/ITO, (b) rGO/ITO, (c) Au@rGO/ITO, (d) anti-AFB1/Au@rGO/ITO and (e) BSA/anti-AFB1/
Au@rGO/ITO electrodes obtained using a three electrode system in PBS (pH 7.4) containing 5mM [Fe(CN)6]

3�/4� at 30mV s�1 scan rate. (ii) Cyclic
voltammograms of the (a) rGO/ITO, (b) Au@rGO 1/ITO, (c) Au@rGO/ITO and (d) Au@rGO 2/ITO electrodes. The concentration of HAuCl4 used
was 0.2 mg mL�1 for Au@rGO 1, 0.4 mg mL�1 for Au@rGO and 0.8 mg mL�1 for Au@rGO 2 during the nanocomposite formation; inset (ii)
indicates the variation of anodic peak current of different nanocomposite electrodes as a function of HAuCl4 concentration.
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k0 ¼ RT

n2F 2ARCTS
(6)

where R is the gas constant, T is absolute temperature (K), F is
the Faraday constant, A is the specic electrode area (cm2), S is
the bulk concentration of redox probe (mol cm�3) and n is the
number of transferred electrons per molecule of the redox
probe. The k0 value of the Au@rGO/ITO electrode has been
estimated as 2.85 � 10�4 cm s�1 which is better than that of the
rGO/ITO electrode (2.02 � 10�4 cm s�1). This indicates that the
Au@rGO/ITO electrode exhibits faster electron transfer kinetics
compared to that of rGO/ITO leading to the superior analytical
performance of the biosensor.

Response studies

Fig. 5(i) displays the results of the electrochemical sensing
studies related to the BSA/anti-AFB1/Au@rGO/ITO immu-
noelectrode as a function of AFB1 concentration (0.1–12 ng
mL�1) in PBS (pH 7.4) containing 5 mM [Fe(CN)6]

3�/4�. It has
been observed that the magnitude of the peak current
decreases with the increase in AFB1 concentration in the
detection range, 0.1–12 ng mL�1 aer which it saturates. The
reduction in response current may be attributed to the
formation of electrically insulating antigen–antibody
complexes produced from the specic interaction of the
aatoxin B1 and antibody that may block the electron transfer
via [Fe(CN)6]

3�/4�.36 Fig. 5(ii) displays the calibration plot
relating to the change in the magnitude of the anodic peak
current of the BSA/anti-AFB1/Au@rGO/ITO immunoelectrode
as a function of AFB1 concentration in the detection range of
0.1–12 ng mL�1 (curve a). Furthermore, a control experiment
has been performed to check the cross reactivity of the BSA/
Au@rGO/ITO electrode with the AFB1 antigens in the
absence of antibodies (curve b, Fig. 5(ii)). However, no
signicant change in the current response was observed for
the BSA/Au@rGO/ITO electrode as a function of AFB1

concentration. This indicates that the AFB1 antigens only
interact with the BSA/anti-AFB1/Au@rGO/ITO immunoelec-
trode resulting in a change in the CV response. It has been
found that the current varies proportionally with the

logarithmic AFB1 concentration in the linearity range of 0.1–
12 ng mL�1 according to eqn (7)

Ip ¼ 2.7 � 10�4 � 4.56 � 10�5

log[AFB1 concentration (ng mL�1)]; R2 ¼ 0.992 (7)

The sensitivity of the immunosensor aer the incorporation
of AuNPs by the in situ reduction method has been estimated as
182.4 mA (ng mL�1)�1 cm�2 which is found to be improved as
compared to that of the rGO/ITO based biosensor (68 mA (ng
mL�1)�1 cm�2).9 This is attributed to the high electrocatalytic
activity and larger electrochemical area of the Au decorated rGO
matrix. Further, the wider linearity range (0.1–12 ng mL�1) of
the Au@rGO/ITO is due to the high loading of antibody mole-
cules onto the rGO sheet as well as onto the surface of Au.
Meanwhile for the rGO/ITO electrode, the linearity is only 0.25–
1.25 ng mL�1 (Table 2).9 This immunosensor can be used to
detect AFB1 at a concentration as low as 0.1 ngmL�1 in solution.

Fig. 6(i) shows the CV response of the BSA/anti-AFB1/Au@rGO/
ITO immunoelectrode in the presence of AFB1 (1 ng mL�1)
obtained at regular intervals of 1 week. It has been found that the
current value decreases to 2.43% aer 8 weeks. This indicates
that the fabricated BSA/anti-AFB1/Au@rGO/ITO immunoelec-
trode exhibits good stability for at least two months.

Fig. 6(ii) indicates the CV response of ve different BSA/
anti-AFB1/Au@rGO/ITO immunoelectrodes fabricated using
similar procedure in presence of AFB1 (1 ng mL�1) concen-
tration. The relative standard deviation (RSD) of reproduc-
ibility for these electrodes is estimated to be 2.32%,
indicating good reproducibility and precision. The electro-
chemical sensing performance of this BSA/anti-AFB1/
Au@rGO/ITO based immunosensor for AFB1 detection has
been compared with those reported in the literature
(Table 2).

Experimental
Materials

Gold(III) chloride trihydrate (HAuCl4$3H2O; purity 99.99%),
aatoxin B1 (AFB1), anti-aatoxin B1 mouse monoclonal

Fig. 5 (i) Electrochemical sensing response of the BSA/anti-AFB1/Au@rGO/ITO electrode obtained as a function of AFB1 concentration (0.1–12
ng mL�1. (ii) Linear calibration plot of the immunoelectrode with respect to peak current as a function of AFB1 concentration (curve a); control
experiment in the absence of antibody (curve b).
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antibodies (anti-AFB1) and bovine serum albumin (BSA) have
been purchased from Sigma-Aldrich USA. The graphite akes
(NGS Naturgraphit GmbH, Germany), H2SO4, H3PO4, KMnO4,
H2O2, ammonia solution, ethanol, etc., are of technical grade.
Deionized water has been used in all the buffer and solution
preparation.

Synthesis of graphene oxide

The graphene oxide (GO) was synthesized using a method
proposed by Marcano et al.37 Briey, a 9 : 1 combination of
concentrated H2SO4/H3PO4, (240 mL/26.7 mL) was added to 2 g
of graphite akes and 12 g of KMnO4. The KMnO4 was mixed
within 15 min in order to avoid any explosion, since the above
mixing process is exothermic in nature. Aer that the reaction
was subjected to magnetic stirring for 12 h at a temperature of
50 �C. This reaction was subsequently quenched by adding
about 270 mL of ice with 2 mL of 30% H2O2. The yellowish
slurry mixture was then shied, centrifuged and ltered. The
ltrate thus obtained was washed with 30% HCl and subse-
quently with distilled water until the pH �7 and was dried at 70
�C to obtain solid GO.

Synthesis of reduced graphene oxide

The graphene oxide was converted into reduced graphene oxide
(rGO) using sodium citrate. 10 mL (1 mg mL�1) of a highly
dispersed aqueous suspension of GO was added with 100 mg of
sodium citrate and the solution was subjected to stirring for
about 4 h at 60 �C. The colour of the solution changed from

brown to black indicating conversion of GO to rGO. Aer the
solution was cooled to room temperature the resultant homo-
geneous dispersion was centrifuged at 12 000 rpm and washed
with Milli-Q water. Subsequently, the rGO was re-dispersed into
10 mL water for further characterization.

In situ synthesis of the Au@rGO nanocomposite

100 mg of sodium citrate was added to a 10 mL (1 mg mL�1)
aqueous suspension of GO and the solution was reuxed for 3 h
at 60 �C. Further, 1 mL of HAuCl4$3H2O (10 mM) was added to
the above solution and reux was continued for another 1 h.
Finally, the resulting homogeneous dispersion was centrifuged
at 12 000 rpm and washed with Milli-Q water. Subsequently, the
nanocomposite material (Au@rGO) was re-dispersed in 10 mL
acetonitrile that had been used as a stock solution for electro-
phoretic deposition.

Fabrication of the Au@rGO/ITO electrodes

The Au@rGO nanocomposite lm was deposited onto the ITO
substrate using the electrophoretic deposition (EPD) technique.
100 mL of the stock solution of Au@rGO was re-dispersed in 10
mL of acetonitrile to prepare the colloidal suspension. A
constant DC voltage source having two electrode systems was
used for EPD. Pre-cleaned ITO coated glass substrate (sheet
resistance 30 U cm�1) and platinum foil were used as the anode
and cathode, respectively. 10�4 mol of magnesium nitrate [Mg
(NO3)2$6H2O] was taken as an electrolyte in the colloidal
suspension that imparts surface charges to the Au@rGO

Table 2 Response characteristics of the BSA/anti-AFB1/Au@rGO/ITO based biosensor along with those reported in the literature

Bioelectrode
Sensitivity mA
(ng mL�1)�1 cm�2

Detection limit
(ng mL�1)

Detection range
(ng mL�1) Stability (days) Ref.

BSA/anti-AFB1/MWCNTs/ITO 95 0.08 0.25–1.375 42 34
BSA/anti-AFB1/rGO/ITO 68 0.15 0.125–1 45 9
BSA/anti-AFB1/Ni–ITO 59 0.327 0.05–1 60 40
BSA/aAFB1-C-AuNP/MBA/Au 45 0.18 0.1–1 — 41
BSA/AFB1/PTH/AuNP/GCE 1.23 0.07 0.06–2.4 — 42
96-wellscreen printed microplate — 0.03 0.05–2 30 43
BSA/anti-AFB1/Au@rGO/ITO 182.4 0.1 0.1–12 56 Present work

Fig. 6 (i) The current response of the BSA/anti-AFB1/Au@rGO/ITO electrode as a function of time (weeks) and (ii) the current response of five
different BSA/anti-AFB1/Au@rGO/ITO immunoelectrodes fabricated using the same set of procedures in the presence of 1 ng mL�1 AFB1

concentration.
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nanocomposite for uniform lm deposition.38 The electrodes
separated by 1 cm distance were immersed into the colloidal
suspension containing Au@rGO and subjected to a constant
electric eld (100 V cm�1) for 90 s. The fabricated Au@rGO/ITO
electrodes (0.25 cm2), were removed from the suspension and
dried.

Immobilization of monoclonal antibodies onto the Au@rGO/
ITO electrodes

Monoclonal anti-aatoxin B1 (anti-AFB1) antibody solution (10
mg mL�1) was freshly prepared in phosphate buffer (PB, pH 7.4).
Prior to antibody functionalization, the carboxyl groups present
on the Au@rGO/ITO electrode were activated using N-ethyl-N-
(3-dimethylaminopropyl) carbodiimide/N-hydroxysuccinimide
(EDC-NHS) chemistry.39

10 mL of the antibody solution was uniformly cast onto the
Au@rGO/ITO electrode surface and was incubated for 4 h under
humid conditions at room temperature. It was then washed
with bovine serum albumin (BSA) solution (0.1 mg mL�1)
prepared in PB. The BSA was used to block non-specic active
sites present on the immunoelectrode surface. The BSA/anti-
AFB1/Au@rGO/ITO bioelectrode was then washed with PBS and
stored at 4 �C when not in use. Fig. 7 demonstrates the fabri-
cation of the carboxylated Au@rGO nanocomposite electrodes
and its antibody functionalization strategy.

Characterization

The synthesized Au@rGO was characterized using X-ray
diffraction (XRD, Rigaku) and UV-visible spectroscopy (Perkin-
Elmer). The structural and morphological studies were carried
out using scanning electron microscopy (SEM LEO 440) and
transmission electron microscopy (TEM, Tecnaii-G2F30
STWIN). The XPS measurements were carried out in a Perkin
Elmer XPS chamber (PHI 1257) with a base pressure of 5 � 10�9

Torr. An Mg-Ka X-ray source was used for this study. The
chemical structure of Au@rGO was investigated using Fourier
transform infrared spectroscopy (FT-IR, Perkin-Elmer, model

spectrum BX). The electrochemical studies such as cyclic vol-
tammetry (CV) and electrochemical impedance spectroscopy
(EIS) were conducted using an Autolab, Potentiostat/
Galvanostat (AUT-84275). The electrochemical studies were
carried out using three electrode systems where ITO is the
working electrode, platinum (Pt) is used as the counter elec-
trode and Ag/AgCl is used as the reference electrode.

Conclusions

We have prepared a biosensing platform for aatoxin detection
consisting of uniformly dispersed Au nanoparticles on rGO
sheets, with and without antibody conjugation. The Au@rGO
nanocomposite has been fabricated onto an ITO electrode and
subsequently functionalized with monoclonal anti-AFB1.
Sodium citrate helps in the simultaneous reduction of gold ions
onto graphene sheets. The XPS and FT-IR analysis conrm the
carboxylated nature of the Au@rGO sheets desirable for cova-
lent interaction with antibodies via a strong amide bond
leading to higher stability and a low detection limit. It has been
found that incorporation of Au nanoparticles into rGO results in
enhanced electrochemical activity and heterogeneous electron
transfer rate as compared to the bare rGO. The shape, size,
distribution and crystalline structure of Au@rGO has been
investigated using electron microscopic, spectroscopic and
optical techniques. The analytical performance of this immu-
nosensor has been investigated using electrochemical tech-
niques. The biosensor shows a higher sensitivity of 182.4 mA (ng
mL�1)�1 cm�2, an extended linearity of 0.1–12 ng mL�1 and a
good storage stability of 8 weeks along with high reproduc-
ibility. It should be interesting to use this novel bioelectrode for
detection of other food toxins such as aatoxin M1, ochratoxin-
A, etc.
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ABSTRACT: Supported lipid bilayers on solid surfaces have
promising potential for diverse applications, such as separation
processes, biosensors, drug delivery, and more. However, the
self-assembly of supported lipid bilayers via vesicle fusion
the commonly used preparation method for these lipid
bilayersis not fully understood. It is often found that lipid
bilayers are patchy or exhibit holes/defects, which may hinder
their applicability. Moreover, it is not fully understood
whether these holes are transient, kinetically trapped, or
thermodynamically stable (long-lasting). Here, we derived
equations to quantitatively describe the mechanism of vesicle
fusion on atomically smooth hydrophilic surfaces. The derived
equations determine whether defectless lipid bilayers are
thermodynamically stable/favorable and qualitatively predict the self-assembly rate. It is shown that vesicle fusion is governed by
van der Waals and double layer interactions, as well as undulation repulsion between the lipid bilayers and the solid surface.
Utilizing various experimental techniques, we confirmed the equation predictions by studying the self-assembly of lipid bilayers
on silicon wafers using lipid mixtures that exhibited different electric potentials. Furthermore, we found that cholesterol
increases the lipid bilayer resistivitya crucial parameter for several applicationsand the rate of self-assembly, by decreasing
both the dielectric constant of the lipid bilayer and the undulation repulsion between the lipid bilayers and the solid surface.
The derived equations can be used as quantitative guidelines for designing supported lipid structures on the surface, such as a
layer of intact lipid vesicles, patchy or defectless lipid bilayers.

1. INTRODUCTION

Supported lipid bilayers (illustrated in Figure 1)also called
supported biomimetic membranesare often considered as
simplif ied models of biological membranes. Since supported
lipid bilayers can self-assemble on different surfaces, as well as
on different electrodes, they can be used to study the transport
of different molecules or ions through membrane proteins,1

and through peptides that self-assemble in biological
membranes.2 In other studies, the forces between supported
lipid bilayers were measured in order to study different diseases
that are related to the myelin sheath, such as multiple
sclerosis.3 Supported lipid bilayers can also be used for
biosensing applications,4 DNA ordering,5 bioinspired surface
coating,6 and drug delivery,7 and they have the potential to be
used for diverse separation processes, such as energy-efficient
water purification membranes.8−14

The self-assembly of supported lipid bilayers on different
surfaces has been studied extensively.15−25 Probably the
simplest method to prepare supported lipid bilayers with or
without membrane proteins is via vesicle fusion,8,23,26−32 in
which lipids are hydrated and self-assemble into vesicles. Then,
the double layer interactions (electrostatic and entropic forces)
between the vesicles and the surface attach the vesicles to the

surface, which can rupture the vesicles and fuse them into a
continuous lipid bilayer.20,33 On the basis of quartz crystal
microbalance with dissipation (QCM-D) and atomic force
microscopy (AFM) studies, it is often assumed that on silica,
for instance, the surface is fully covered by a lipid bilayer within
∼5 min.17,22,29,34 However, QCM-D and AFM cannot overrule
the existence of minor defects (e.g., 1%) throughout
macroscopic areas. In addition, it was shown that, under
certain conditions, vesicles can remain intact on the sur-
face,15,29 and patchy or defective (with holes) lipid bilayers can
form,35 as demonstrated in Figure 1.
For diverse applications, it is essential to control the

configuration of the lipid bilayer that is on the surface, namely,
whether it is defectless, or not, and whether it consists of intact
vesicles. Biosensing applications and separation processes, for
instance, require selective molecular transport through specific
membrane proteins, and not through nonselective defects in
the bilayer. Thus, these applications can only be achieved by
defectless lipid bilayers. However, to the best of our
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knowledge, the formation of the defects, or the fact that the
defects do not “heal”, is not fully understood; there is no
quantitative model/mechanism that can be used to calculate
whether the defects/holes are transient, kinetically trapped, or
thermodynamically stable (long-lasting).
In section 3, we begin the discussion with a quantitative

description of the vesicle fusion mechanism on atomically
smooth hydrophilic surfaces. The proposed mechanism (1)
quantitatively defines the parameters that determine whether a
defectless lipid bilayer is thermodynamically favorable or not,
(2) predicts the conditions under which intact vesicles are
expected to remain on the surface (although they are expected
to rupture eventually), and (3) correlates the effect of different
parameters, such as the lipid bilayer bending modulus and the
vesicle ζ-potential, with the rate at which the lipid bilayers self-
assemble on the surface. Then, in section 4, we demonstrate
how the mechanism can be used to calculate the thermody-
namic stability of different lipid mixtures on a polished silicon
wafer, which is a common substrate for supported lipid
bilayers. In section 5, to test the proposed mechanism, we
simultaneously measured the electrochemical impedance
spectrum (which allows for measuring the capacitance, CLB,
resistance, RLB, and the lipid bilayer surface coverage) and
captured fluorescent images, atomic force microscopy (AFM)
images, and force vs distance curves for different lipid bilayers.
The combination of the four different techniques allowed us to
determine the area fraction that was covered by the lipid
bilayer after a specific vesicle fusion time; thus, these
techniques allowed us to evaluate qualitatively the self-
assembly rate. In the last subsection of section 5, we shed
light on the effects of cholesterol on the self-assembly of
supported lipid bilayers.

2. MATERIALS AND METHODS

2.1. Materials. 1,2-Dimyristoyl-sn-glycero-3-phosphocho-
line (DMPC), 1,2-dimyristoyl-3- trimethylammonium-propane
(DMTAP), 1,2-dimyristoyl-sn-glycero-3-phospho-(1′-rac-glyc-
erol) (DMPG), cholesterol, and 1,2-dimyristoyl-sn-glycero-3-
phosphoethanolamine-N-(lissamine rhodamine B sulfonyl)
(Rhod B) were purchased from Avanti Polar Lipids, Inc.
(Alabama, USA) and used as received. Other chemicals,
including chloroform (HPLC plus ≥99.9%, Sigma-Aldrich,
USA), sulfuric acid (96%, CARLO ERBA Reagents, France),
hydrogen peroxide (30%, Merck KGaA, Germany), ethanol,
NaCl, etc., were of analytical grades. A Milli-Q gradient water
purification system was used to purify the water to a resistivity
of 18 MΩ·cm and was used in different stages of solution
preparation and cleaning.

2.2. Preparation of Lipid Vesicles. Stock solutions of
lipids (3 mg/mL), Rhod B (1 mg/5 mL), and cholesterol (5
mg/mL) were made in chloroform. The various lipid mixtures
that are discussed in the paper were prepared by mixing these
stock solutions. Vesicle solutions for the AFM, impedance
spectroscopy, and ζ-potential measurements were prepared as
follows. The desired lipid mixtures were initially prepared in
chloroform and dried on a hot plate at 55 °C in a chemical
hood for 1 h. A NaCl solution (150 mM, 1 mL) was added to
the dried lipid combinations to reach a total concentration of
0.5 mM lipids (additionally, either 0.25 or 0.5 mM cholesterol
and ≤1 mol % Rhod B were added in specific combinations).
Ultrasonication for 2 min, followed by gradual heating (55 °C)
for 20 min, was also performed to achieve a well-dispersed
vesicle solution. The solutions were then extruded through a
100 nm pore size membrane ∼10 times (at a temperature of
∼55 °C) to have a final homogeneous vesicle solution for the
experiments.

2.3. Self-Assembly of the Lipid Bilayer. Polished silicon
wafers (p-type) of an electrical resistivity of 0.001−0.005 Ω·cm
(University Wafer, South Boston, USA) were cut down to a
size of 25 × 25 mm2 to fit in the JPK electrochemical cell (EC-
cell, Figure 2A) for the impedance spectroscopy, fluorescence
imaging, AFM topography, and force vs distance measure-
ments. Using the e-gun deposition technique, Ti (5 nm):Au
(50 nm) coating was done on one of the edges (an area of ∼5
mm × 5 mm) of the wafer to have better contact with the
working electrode for the impedance spectroscopy measure-
ments. Prior to the vesicle fusion, the SI substrate was
immersed and rinsed well with a piranha solution (for 5 min),
followed by rinsing with DDW, ethanol, and DDW and drying
with a nitrogen gun. The Si substrate was immediately placed
in the EC-cell and maintained at a constant temperature of 45
°C. Then, 400 μL of lipid solution was uniformly poured on
the Si surface and maintained for 2 h for the vesicle fusion and
the self-assembly of the lipid bilayer on the surface (the EC-cell
inner substrate area is ∼2.27 cm2). The residual vesicles were
then removed by an intense exchange (∼15 times) of the
vesicle solution by an electrolyte solution (150 mM NaCl
without vesicles) in the EC-cell.

2.4. AFM Topography and Force Measurements.
Topography and force vs distance measurements of the lipid
bilayers were acquired using the atomic force microscopy
(AFM) technique employing JPK NanoWizard 4 (JPK
Instruments AG, Germany) at 26 ± 1 °C. Imaging was done
by employing a quantitative imaging (QI) mode using V-
shaped gold-coated silicon tips: SNL-10 (Bruker, Camarillo,
CA, USA). The spring constant of the cantilever (∼0.30 N/m)

Figure 1. In this paper, we shed light on the conditions that render defectless lipid bilayers thermodynamically stable on atomically smooth
hydrophilic surfaces. (A) AFM topography image demonstrating a patchy DMPC (zwitterionic headgroup) lipid bilayer on a silicon wafer (top
layer ∼2 nm of “native silica”). The bright area is the surface that was covered by the lipid bilayer, and the dark area is the silicon surface. The
surface was scanned at 23 °C in a 150 mM NaCl solution, pH ∼6. (B) Schematic illustration of a patchy lipid bilayer.
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was estimated using the thermal noise method. All of the AFM
measurements were done in a 150 mM NaCl solution. For the

force vs distance measurements, the piezoelectric actuator was
extended and retracted at a constant velocity of 10 nm·s−1. The
topography images and the force vs distance curves were
analyzed using the JPK SPM-Data processing software.

2.5. Electrochemical Impedance Spectroscopy Meas-
urements and Analysis. The electrochemical impedance
spectroscopy (EIS) was performed at 26 ± 1 °C using a
potentiostat (model: SP-300) from Bio-Logic Science Instru-
ments, France. A three-electrode electrochemical system was
used for these measurements (Figure 2A), consisting of a Si
wafer that served as a working electrode, a reference electrode
(Ag/AgCl), and a Pt 1.7 cm diameter ring shaped counter
electrode. The Si wafer was ⟨100⟩ 380 μm thick, heavily
doped, with a dopant concentration of 1019 cm−3 and a
resistivity of 0.001−0.005 Ω·cm, which was purchased from
University Wafer, South Boston, USA. EC-Lab software was
used for the impedance and capacitance data analysis by fitting
the equivalent circuits (Figure 2B and C) to the data. Prior to
every impedance measurement with various lipid samples, the
impedance spectrum of the bare Si electrode impedance
measurement was considered as a control experiment.

2.6. Fluorescence Imaging. Fluorescent images of the
samples on the substrates were captured at 26 ± 1 °C by an
epifluorescent microscope (Axio Zoom, V16, Zeiss, Germany),
which was coupled with the AFM. This provided a clear
picture of the distribution and homogeneity of the lipid
assembly on the surface. Fluorescent images were then
cropped using Photoshop CC2018 (Adobe).

Figure 2. Schematic illustration of the experimental system. (A) AFM
imaging, AFM force vs distance measurements, fluorescence imaging,
and electrochemical impedance spectroscopy measurements were
conducted simultaneously using the illustrated electrochemical cell.
To analyze the electrochemical impedance spectra, two equivalent
electrical circuits were used, (B) and (C), to model the bare silicon
electrode and the electrode covered with a lipid bilayer, respectively.
These two models allowed us to calculate CE, RE, CLB, and RLB, which
are the silicon electrode capacitance and resistance and the lipid
bilayer capacitance and resistance, respectively. Then, CLB and RLB
were used to calculate the dielectric constant and the surface coverage
of the supported lipid bilayer.

Figure 3. Proposed mechanism for the self-assembly of a lipid bilayer on hydrophilic surfaces via vesicle fusion. (A−E) Side view illustrations of the
different stages of a single vesicle adhesion and rupturing on the surface. (F−H) Top view of the number of vesicles that fuse into a continuous
defectless lipid bilayer. (I) A plot showing the conditions under which a defectless lipid bilayer is thermodynamically favorable (the energy in step
H is lower than zero) or not.
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2.7. ζ-Potential Measurements of the Vesicles. The ζ-
potentials of the vesicles were measured at 45 ± 1 °C using the
Nano ZS instrument from Malvern Panalytical Ltd. (United
Kingdom) equipped with a He−Ne laser with a wavelength of
633 nm. These measurements were carried out in an ionic
concentration of 150 mM (NaCl) at 45 °C by employing the
principle of electrophoretic light scattering.

3. THEORETICAL SECTION: MECHANISM OF
SELF-ASSEMBLY OF SUPPORTED LIPID BILAYERS
VIA VESICLE FUSION

In this section, we calculated the energy of a vesicle and the
solid surface at different stages of the vesicle fusion mechanism
in order to determine whether the self-assembly of defectless
lipid bilayers is thermodynamically favorable or not. Figure 3
illustrates the proposed mechanism of the self-assembly of a
lipid bilayer on atomically smooth hydrophilic surfaces via
vesicle fusion. For the following calculations, let us consider a
single spherical vesicle with diameter D0. The chemical
structure of the lipids is assumed to favor the formation of a
lipid bilayer; that is, the shape factor of a lipid in the vesicle is
v/(a0lc) ∼ 1,36 where v is the lipid headgroup volume, a0 is the
average area of a single lipid, and lc is the length of the fully
stretched hydrophobic tail of the lipid.
Equation 1 is a general equation that gives the energy of a

vesicle (whether it is ruptured or not) and the solid surface in
an aqueous solution

γ γ γ λ= + + + +E A A A
K
r

A l
1
2SW SW LW LW LS LS

B
2 B (1)

where ASW, ALW, and ALS are the solid−water, lipid−water, and
lipid−solid contact areas, respectively. γSW, γLW, and γLS are the
solid−water, lipid−water, and lipid−solid surface energies (or
surface tensions), respectively. KB is the lipid bilayer bending
modulus, r is the radius of curvature of the lipid bilayer, AB is
the area of the curved lipid bilayer, l is the length of the lipid
bilayer edge for the case in which the vesicle is ruptured, and λ
is the line tension of the lipid bilayer. We note that, for this
derivation, the thickness of the lipid bilayer, t, is significantly
smaller than D0; thus, the inner and outer areas of the vesicle
are assumed to be the same.
Figure 3A illustrates a vesicle that approaches a surface, and

the adhesion energy between the vesicle and the surface, W
(mJ·m−2, positive for adhesion and vice versa), can be
calculated using eq 12, which is discussed below. The volume
of the vesicle is V0, and its internal pressure, P0, must be equal
to the pressure of the bulk solution that surrounds the vesicle;
otherwise, water and ions will be pushed in (low pressure) or
out of the vesicle (high pressure). On the basis of eq 1, the
energy in step A is given by
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where Asolid is the entire area of the solid surface.
In step B, the vesicle contacts the solid surface and W forces

the vesicle to partially flatten. Since water is incompressible,
the lost volume due to the vesicle flattening increases the
internal pressure of the vesicle, which increases the average
distance between the lipids, a0, as illustrated in the inset of
Figure 3B. The elevated pressure in the vesicle drives water

and ions to permeate out of the vesicle, which decreases the
volume of the vesicle. The vesicle area is assumed to be
constant.
As water and ions permeate out of the vesicle, the vesicle

continues to flatten, and the vesicle−surface contact area
increases. As elaborated in Supporting Information section 1, a
vesicle is expected to rupture without an energy barrier (i.e.,
the energy monotonically decreases) when the radius of the
vesicle−surface contact area, r (see Figure 3C1), is larger than
λ/W. Therefore, the vesicle is expected to rupture without an
energy barrier when (see Supporting Information section 1)

λ>D
W

20 (3)

For typical values of λ = 1 × 10−11 J·m−1 and W = 1 mJ·m−2,
all vesicles with D0 > 14 nm are expected to rupture without
encountering an energy barrier. We note that a different
equation was proposed by Reviakine and Brisson,21 which
shows similar trends as the trends in eq 3; namely, the
tendency of vesicles to rupture on the surface increases as D0
and W increase and λ decreases. These trends were confirmed
experimentally by Boxer et al.37−39 Importantly, according to
eq 3, small vesicles ( λ<D W2 /0 ) are not expected to
rupture; instead, as was also demonstrated experimentally by
Boxer et al., these small vesicles flatten completely and form a
disk-like vesicle, as illustrated in step C2. The energy in step
C2 is given by
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Therefore,

π− = −E E D W
1
2C2 A 0

2
(4b)

where the adhesion energy, by definition, is given by W = γSW
+ γLW − γLS. Since EC2 − EA is negative for W > 0, any
adhesion energy will eventually force an unruptured vesicle to
form a disk-like vesicle.
The energy that is required to rupture a disk-like vesicle is

given by

π γ π γ π γ π λ− = − + − +E E
a a a
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π π λ− = − +E E
a
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2
2D C2

2
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where a is the radius of the hole that is opened in the vesicle,
which can form anywhere on the vesicle, not necessarily at the
center, as illustrated in Figure 3D. Importantly, as a hole is
formed in the vesicle, i.e., a ∼ 0, ED − EC2 > 0; thus, the
rupturing step is energetically unfavorable. However, there is a
critical hole size, aC = λ/W, at which d(ED − EC2)/da = 0 and
the rupturing process becomes favorable. Therefore, the energy
barrier for rupturing a disk-like vesicle is given by

πλ− = ==E E E
W
2

a aD C2 b

2

C (6)
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We note that, for typical λ and W, Eb can exceed 100 kT
(very high).
Lastly, the energy of the lipid bilayer island, step E, is given

by

π γ π γ π γ π λ= − + + +E A D D D D( ) 2E solid 0
2

SW 0
2
LS 0

2
LW 0

(7)

Thus, the total change in the energy of a lipid bilayer island, in
comparison to its energy as a vesicle in the bulk, is given by

π π λ− = − + −E E D W D K2 ( )E A 0
2

0 B (8)

Therefore, a single vesicle forms a lipid bilayer island when

λ> −W D K D2 / 2 /0 B 0
2

(9)

We note that, for typical values of KB (∼1 × 10−20 J) and λ
(∼1 × 10−11 J m−1),36,40 W has to exceed several μJ m−2 to
render the formation of a lipid bilayer island thermodynami-
cally favorable. This adhesion energy can be easily achieved on
silica or mica, as elaborated in section 4.1.
When a number of vesicles rupture on the surface, which is a

common case that is illustrated in Figure 3F, the ruptured
vesicles can fuse into a continuous lipid bilayer in order to
minimize the line tension, as illustrated in Figure 3G and H.
The change in the energy of a single vesicle between step H
and step A, after the vesicle fused with the other vesicles, is
given by

π π− = − −E E D W K2H A 0
2

B (10)

Importantly, EH − EA can be considered as the “driving energy”
for the vesicle fusion mechanism.
On the basis of eq 10, defectless lipid bilayers are

thermodynamically favorable when

> −W K D2 /B 0
2

(11)

Figure 3I depicts the energy profile of vesicle fusion on the
basis of the proposed model, and it summarizes the conditions
under which a defectless lipid bilayer is thermodynamically

favorable or not. The red curve represents the energy profile
when there is no energy barrier, whereas the black curve is the
energy path that requires the vesicles to cross an energy barrier.
Lastly, W (notice that positive W corresponds to adhesion

energy) can be estimated by20,41
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where the three terms correspond to the van der Waals,
asymmetric double layer interactions at constant potentials,41

and the undulation repulsion,42 respectively. ALWS is the
Hamaker constant, ϵ0 and ϵ are the vacuum permittivity and
the dielectric constant of the aqueous solution, respectively, ψL
and ψS are the surface potentials of the vesicle and the solid
surfaces, respectively, H is the distance between the vesicle (or
lipid bilayer) and the solid surface, k is the Boltzmann
constant, T is the absolute temperature, and κ−1 is the Debye
length.
For surface potentials lower than |25 mV| and aqueous

solutions of low ionic strength, e.g., 150 mM NaCl, the Debye
length is given by36
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1 0
2
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where C is the ion concentration in the bulk (M) and e is the
electron charge.
To summarize, the main conclusions that can be derived

from the proposed vesicle mechanism are

(1) The self-assembly of defectless lipid bilayers on
atomically smooth surfaces is thermodynamically favor-
able if EH − EA < 0, thus when W > −2KB/D0.

(2) The process of vesicle rupturing and fusion does not
have an energy barrier when λ>W D2 / 0. Under these

Figure 4. Demonstration of how the proposed mechanism can be used to calculate whether defectless lipid bilayers are thermodynamically
favorable or not. (A) Illustration of a vesicle in an aqueous solution, where the energy is EA, and (B) an illustration of a supported lipid bilayer,
where the energy is EH. (C) The bold black curves are based on eqs 10 and 12, showing the change in the energy of a vesicle that self-assembles to a
supported lipid bilayer, EH − EA, for different (measured) vesicle potentials, ζ ∼ ψL, and for two extreme (but possible) bending moduli, KB, taken
from the literature.46 For the specific system, supported lipid bilayers are thermodynamically favorable when EH − EA < 0. The thin vertical lines
correspond to different lipid mixtures that were experimentally studied and discussed in section 4.2. The red dots are the measured fluorescence
intensity of the lipid bilayers, where higher fluorescence intensity corresponds to higher lipid bilayer coverage. The fluorescence images are shown
in Figure S2 in the Supporting Information. The dashed red line is a guideline.
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conditions, defectless lipid bilayers are thermodynami-
cally favorable, since KB and λ are positive.

(3) The rate at which supported lipid bilayers self-assemble
on surfaces, in the case of no energy barrier, is expected
to be proportional to exp[−(EH − EA)/kT] = exp[π-
(D0

2W + 2KB)/kT]. Therefore, the rate is expected to
increase with KB and W (function of KB). Importantly,
W increases (adhesion increases) with KB mainly due to
the decrease in the undulation repulsion (see eq 12).

4. RESULTS AND DISCUSSION
4.1. Demonstration of How the Proposed Mechanism

Can Be Used to Calculate the Thermodynamic Stability
of a Supported Lipid Bilayer. In this section, we
demonstrate how the proposed mechanism can be used to
calculate whether a supported lipid bilayer is thermodynami-
cally favorable or not. For this demonstration, let us consider
binary mixtures of lipids, consisting of zwitterionic and
positively charged lipids, DMPC + DMTAP(+), or of
zwitterionic and negatively charged lipids, DMPC +

DMPG(−). When these lipid mixtures are introduced into
aqueous solutions, e.g., 150 mM NaCl, the lipids self-assemble
to vesicles if the lipid concentration is above the critical
micelle/aggregate concentration.36 The maximum transition
temperature of these binary lipid mixtures is ∼37 °C,43,44 and
therefore, the self-assembly of the supported lipid bilayer was
conducted at 45 °C. As a first order approximation, let us
assume that the ζ-potential of the different vesicles, which was
measured (see Materials and Methods, section 2.7), was also
the surface potential of the vesicles, i.e., ζ ≈ ψL in eq 12.
The plot in Figure 4 summarizes the change in energy, or

the “driving energy” of the vesicle fusion process, EH − EA (eq
10), for five different lipid mixtures. According to the proposed
mechanism, the lipid mixtures for which EH − EA < 0 are
expected to yield thermodynamically stable defectless lipid
bilayers. On the other hand, lipid mixtures for which EH − EA
> 0 are not expected to yield supported lipid bilayers on the
surface. Furthermore, the rate of the self-assembly of the lipid
bilayer should increase as EH − EA becomes more negative.
The following parameters were used to plot Figure 4: ϵ = 78,

ϵ0 = 8.85 × 10−12 C2·J−1·m−1, C = 0.15 M NaCl, ψS = −30 mV

Figure 5. Experimental verification of the mechanism predictions. Comparison between two extreme vesicle solutions: (A−C) positively charged
vesicles, the rightmost data point in Figure 4, (50% DMTAP), and (D−F) negatively charged vesicles, the leftmost data point in Figure 4 (50%
DMPG). (A and D) Fluorescent images showing a higher average intensity for the positively charged mixture. (B and E) AFM topography images
showing a lipid bilayer with no holes for the positively charged lipid vesicle and low lipid coverage for the negatively charged mixture. (C and F)
Illustration of a clear indication of a typical lipid bilayer “penetration force” in the case of the positively charged lipid mixture and no “penetration
force” in the case of the negatively charged mixture. These results are in agreement with the proposed model, showing that a lipid bilayer formed
when EH − EA < 0 and did not form when EH − EA > 0 (see Figure 4).
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(silica),45 ALWS = 2 × 10−21 J,20 and H = 0.5 nm.20 The
measured ζ-potentials (≈ψL) for the vesicles, from the left side
of the plot to the right, were −26 ± 2, −19 ± 1, −2 ± 1, 7.0 ±
1, and 25 ± 2 mV. D0 = 100 nm, KB = 5 × 10−20 to 30 × 10−20

J,46 and λ = 1 × 10−11 J m−1.36

Figure 4C shows that only the most negatively charged
vesicle, namely, 0.25 mM DMPC + 0.25 mM DMPG (50%
DMPG), is NOT expected to yield a supported lipid bilayer.
4.2. Experimental Evaluation of the Proposed

Mechanism. To experimentally evaluate the predictions of
the mechanism proposed in section 4.1, the self-assembly
processes of the lipid bilayers with the five different lipid
mixtures mentioned in Figure 4 were studied using a
fluorescence microscope, AFM topography imaging, force vs
distance measurements, and electrochemical impedance spec-
troscopy. The self-assembly was carried out under the same
conditions as those described in section 2.3; namely, the
vesicle solution was left on the surface for 2 h at 45 °C, at
which all of the different lipid mixtures were in the liquid
phase. Then, the vesicle solution was rinsed, and the different
measurements were carried out simultaneously at ∼26 ± 1 °C,
at which the lipids can be in the “solid” phase, or kinetically
trapped in the liquid phase.
Figure S2 in the Supporting Information shows five typical

fluorescence images of the different lipid mixtures specified in
Figure 4. The normalized fluorescence intensity of the five
images, I, is plotted in Figure 4C (red dots). The red dashed
guideline shows that I increases as EH − EA becomes more
negative; thus, qualitatively, the self-assembly rate increases as
EH − EA becomes more negative, as predicted by the proposed
mechanism. Notably, I in the case of 20% DMPG is
significantly higher than the expected I based on the dashed
guideline. The AFM topography image in Figure S2G shows
that, for the 20% DMPG lipid mixture, about 50% of the

surface was covered by intact vesicles, which can be
approximated as an average of 1.5 lipid bilayers on the surface,
and thus the high I. We note that, for the 20% DMPG mixture,
the calculated adhesion energy, W (eq 12), is ∼0.01 mJ·m−2

(weak adhesion). Under the experimental conditions, eq 3 and
Reviakine and Brisson’s equation21 predict that D0 must exceed
250 nm for the vesicles to rupture, whereas D0 was ∼100 nm;
thus, both eq 3 and Reviankine and Brisson’s equation support
these results.
To elucidate the structure of the supported lipid bilayer,

fluorescence images were combined with AFM topography
images and force vs distance measurements. Figure 5
summarizes the results for the two extreme lipid mixtures,
namely, the most positively charged vesicles (50% DMTAP in
Figure 4) and the most negatively charged vesicles (50%
DMPG in Figure 4). For the most positively charged vesicles,
the mechanism predicts the fastest (EH − EA is the lowest
most negativeamong the studied lipid mixtures) self-
assembly process that would ultimately yield a defectless
lipid bilayer, and the left column in Figure 5 confirms this
prediction. Figure 5A shows a fluorescent image that reveals
fairly uniform brightness throughout the surface (∼1 mm2 in
the fluorescent image); Figure 5B shows a representative
topography image with no holes; and Figure 5C shows a force
vs distance measurement, which reveals a typical penetration
force into a lipid bilayer.47,48 In addition, the resistivity of the
lipid bilayer, R̂LB, was 1.2 ± 0.05 kΩ·cm2, which is equivalent
to ∼0.96 surface coverage, as elaborated below.
On the other hand, the proposed mechanism predicts that

the process of self-assembly should not be thermodynamically
favorable for the negatively charged vesicles. The right column
in Figure 5 confirms these predictions; Figure 5D shows a
weak fluorescence signal in comparison to Figure 5A (the same
exposure parameters as those in Figure 5A). The AFM

Figure 6. Effect of EH − EA on lipid bilayer surface coverage. (A and B) Representative AFM topography images of 50% DMTAP and DMPC lipid
mixtures showing no holes in the lipid bilayers. (C and D) Schematic illustrations of the two different lipid mixtures. (E) Representative Bode plots
of the electrochemical impedance spectroscopy measurements for different lipid bilayers. (F) The black and red dots (errors are smaller than the
red dot size) correspond to the measured resistivity, R̂LB, of the different lipid bilayers and the lipid bilayer area fraction, ALB/At, respectively. (F)
Each lipid bilayer is identified with a specific ψL, and the area fraction was calculated using eq 14. The dashed lines are guidelines (not a model).
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topography image in Figure 5E shows close-to-zero lipid
coverage, and the force vs distance measurement in Figure 5F
shows no typical penetration force. Furthermore, R̂LB ∼ 0
(elaborated below).
Apart from the two extreme lipid mixtures, an AFM

topography image of a pure DMPC lipid bilayer (centered
data point in Figure 4) is shown in Figure 6B, revealing a
continuous lipid bilayer. The case of 0.4 DMPC + 0.1 DMTAP
(20% DMTAP in Figure 4) is shown in Figure S3 (Supporting
Information), which also reveals a continuous lipid bilayer.
Lastly, the case of 0.4 DMPC + 0.1 DMPG (20% DMPG in
Figure 4) was already discussed above, and the AFM images
are shown in Figure S2.
Importantly, AFM images can reveal defects at the

nanometer scale, but this ability is limited to small areas
(several dozens of μm2). Electrochemical impedance spectros-
copy, on the other hand, can be used to measure the lipid
bilayer capacitance per area, ĈLB (F·m−2), and resistivity, R̂LB

(Ω·cm2), and can thus estimate the lipid bilayer coverage area
over the entire electrode (∼2.27 cm2 for our system) without
losing the sensitivity to minor defects in the lipid bilayer. Parts
E and F of Figure 6 reveal a monotonic trend, showing that R̂LB

and the calculated lipid bilayer area fraction, ALB/At, increased
as EH − EA decreased (became more negative). ALB/At was

calculated using the following equation, which is derived in
section 4 in the Supporting Information

ρ
= − ̂

A
A R

1LB

t

S

LB (14)

where ALB and At are the lipid bilayer and the total electrode
area, respectively, and ρS is the measured resistivity of the
electrode and the solution. As elaborated in section 4 of the
Supporting Information, for the derivation of eq 14, it was
assumed that ρS ≪ ρLB, where ρLB is the resistivity of a
defectless lipid bilayer. Indeed, it was shown before that the
typical ρLB can be as high as 1 MΩ·cm2,49 whereas ρS in our
system was ∼20 Ω·cm2. As depicted in Figure S4 (Supporting
Information), eq 14 yields the minimum area (“worst”
coverage) fraction that is covered by the lipids; i.e., for the
same R̂LB, when ρS ∼ ρLB, ALB/At would practically be higher
than the prediction of eq 14.

4.3. Effect of Cholesterol on the Self-Assembly of
Supported Lipid Bilayers. In this section, the effect of
cholesterol on the rate at which lipid bilayers self-assemble on
the surface is discussed. To evaluate the self-assembly rate, R̂LB
was measured for lipid bilayers consisting of 0.25 mM DMPC
+ 0.25 mM DMTAP with three different concentrations of
cholesterol: (1) no cholesterol, (2) 25 mol % cholesterol, and
(3) 50 mol % cholesterol. The results are summarized in

Figure 7. Effect of cholesterol on supported lipid bilayers. (A) Electrochemical impedance spectroscopy measurements of a lipid bilayer consisting
of 0.25 mM DMPC + 0.25 mM DMTAP (most positively charged lipid mixtures in Figure 4) with three different cholesterol concentrations after 2
h of vesicle fusion at 45 °C. The curves represent the fit to the equivalent circuit shown in Figure 2B and C. (B) The plot shows the effect of
cholesterol on the lipid bilayer resistivity, R̂LB, and on the lipid bilayer area coverage fraction, ALB/At, which was calculated using eq 14. (C)
Representative force vs distance curves measured between the AFM probe and the surface for a lipid bilayer without cholesterol (black curve) and
with 50 mol % cholesterol (red curve). (D and E) Illustration of the effect of cholesterol on the lipid bilayer structure. The cholesterol decreases the
average distance between the lipids, a2 < a1, and increases the lipid bilayer thickness, t. In the concentration range between 0 and 50 mol %, the
cholesterol decreases ϵLB, which contributes to the increase in R̂LB. In addition, cholesterol also increases KB, which decreases the undulation
repulsion between the lipid bilayer and the surface, thus increasing W (see eq 12).
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Figure 7A and B, which show that, after 2 h of vesicle fusion at
45 °C, R̂LB increased from 1.2 to 22 kΩ cm2 for lipids with no
cholesterol and with 50 mol % cholesterol, respectively.
Two possible factors can increase R̂LB: (1) an increase in the

lipid bilayer coverage area, ALB/At, and/or (2) a decrease in
the lipid bilayer dielectric constant, ϵLB, which increases the ion
energy inside the lipid bilayer, thus slowing down the rate of
ion transport according to the Born energy.50 To determine
the effect of each factor, namely, the surface coverage and the
dielectric constant, we evaluated ϵLB by measuring the lipid
bilayer capacitance, CLB, and thickness, t.
Figure 7A shows that CLB decreased with cholesterol

concentration, and the capacitance is given by CLB =
ϵLBϵ0ALB/t, where ALB ∼ 2.27 cm2. Therefore, two parameters
could potentially have decreased CLB: ϵLB and t (the change in
ALB, as discussed below, was negligible). In order to evaluate t,
force vs distance measurements were conducted. Figure 7C
shows two representative curves (out of 15 measurements at
different locations) for lipid bilayers with no cholesterol (black
curve) and lipid bilayers with 50 mol % cholesterol (red
curve). Parts D and E of Figure 7 illustrate the interpretation of
these measurements.
As illustrated in Figure 7D and E, the maximum height of

the lipid bilayer, D, which includes the water layer under the
lipid bilayer, was assumed to be the height where the repulsion
force was 1 nN (see Figure 7C). D ∼ 6 ± 0.1 nm and D ∼ 7.3
± 0.4 nm for the lipid bilayer without and with cholesterol,
respectively. On the basis of the force measurements in the
case of the cholesterol, the thickness of the water layer under
the lipid bilayer was estimated to be ∼2 nm, which is in
agreement with a previous publication.51 Therefore, the
thickness of the lipid bilayers was ∼4 ± 0.1 and 5.3 ± 0.4
nm for the lipid bilayer without and with 50 mol % cholesterol,
respectively. Thus, the calculated ϵLB was 4.5 ± 0.1 and 4.2 ±
0.2 for the lipid bilayer without and with cholesterol,
respectively. This minor decrease in ϵLB can only account for
an increase of R̂LB by a factor of ∼13 (see section 5 in the
Supporting Information), whereas, in practice, cholesterol
increased R̂LB by a factor of ∼20.
We note that the increase in lipid bilayer thickness when

cholesterol was added is in agreement with previous
publications, showing that cholesterol “condenses” the lipid
bilayer; i.e., cholesterol can decrease the average area of the
lipids,52,53 as illustrated in Figure 7D and E. Since the lipid
bilayer is, to a large extent, incompressible (constant volume), t
must increase as the average distance between the lipids
decreases.
Importantly, since the reduction of ϵLB cannot explain the

∼20-fold increase in R̂LB, we concluded that cholesterol must
have increased the lipid coverage area by increasing the rate of
the self-assembly of the lipid bilayers on the surface. As shown
in Figure 7B and on the basis of eq 14, ALB/At increased from
∼0.962 to ∼0.998 for lipids without and with 50 mol %
cholesterol, respectively. It is interesting to see that a difference
of ∼3% in lipid coverage dramatically increases R̂LB. In
addition, to increase R̂LB to ∼1 MΩ·cm2, as reported in the
literature,49 an additional 0.2% of surface coverage is needed;
however, covering the extra 0.2% area may take an additional
24 h or more.49 Apparently, the organization of the lipids on
the surface into a defectless lipid bilayer is a relatively slow
process, which can even take days.
The increased self-assembly rate in the presence of

cholesterol can be explained by the reduction in the undulation

repulsion between the lipid bilayers and the solid surface
(notice the effect of KB on EH − EA in Figure 4C). It is well-
known that cholesterol can increase KB by a factor of ∼10,46
which decreases the undulation repulsion (∝1/KB, see eq 12)
between the lipid bilayers and the solid surfaces, thereby
increasing W. Increased W (stronger adhesion) increases the
driving force for vesicle fusion on the surface, EH − EA, as
plotted in Figure 4, which increases the self-assembly rate
exponentially.

5. SUMMARY AND CONCLUSIONS
In previous publications, it was shown that vesicle fusion on
solid surfaces is governed by electrostatic forces, i.e., by the
double layer interactions between the vesicles/lipid bilayers
and solid surfaces; however, to the best of our knowledge, this
argument was not supported quantitatively. Here, we propose a
quantitative description of the self-assembly mechanism of
supported lipid bilayers via vesicle fusion on atomically smooth
hydrophilic surfaces, such as polished silicon wafers (top layer
is silica) or mica. It is confirmed that the double layer
interactions indeed govern the self-assembly process, but when
the double layer interactions are weak, such as the case of 20%
DMPG in Figure 4, the van der Waals interactions cannot be
neglected. Also, the bending/elastic modulus of the lipid
bilayer, KB, can significantly affect the undulation repulsion,
which affects the thermodynamic stability and the rate of the
self-assembly of the lipid bilayer.
The proposed mechanism defines the “driving energy” for

the vesicle fusion on solid surfaces, EH − EA (eq 10), which can
be calculated using measurable parameters. When EH − EA < 0,
defectless lipid bilayers are thermodynamically favorable, and
the holes only constitute a transient state. The experimental
results for lipid mixtures that yield EH − EA < 0 confirmed the
self-assembly of lipid bilayers over more than 0.96 of the
electrode area (∼2.27 cm2) within 2 h. On the other hand,
when EH − EA > 0, supported lipid bilayers are thermodynami-
cally not favorable, and the experimental results showed close-
to-zero lipid coverage. Lastly, the mechanism predicts that the
rate of the self-assembly is proportional to exp[−(EH − EA)/
kT], which is in agreement with the experimental results as
well. Importantly, a simple way to accelerate the self-assembly
of the supported lipid bilayer is to add cholesterol. Cholesterol
increases KB, and thus, it decreases EH − EA (more negative).
Interestingly, on the basis of previous AFM and QCM-D

studies, it is often assumed that the self-assembly of defectless
lipid bilayers takes minutes to several hours. Our results indeed
confirm the coverage of more than 0.96 of the surface area
within 2 h of vesicle fusion for the specific conditions in our
experimental system. However, the process of hole “stitching”,
i.e., the coverage of the last 0.04 area fraction, can take as long
as a week or even more.49,54
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ABSTRACT: Silica scaling of membranes used in reverse osmosis desalination processes is a severe problem, especially during
the desalination of brackish groundwater due to high silica concentrations. This problem limits the water supply in inland arid
and semiarid regions. Here, we investigated the influence of surface-exposed organic functional groups on silica precipitation
and scaling. A test solution simulating the mineral content of brackish groundwater desalination brine at 75% recovery was used.
The mass and chemical composition of the precipitated silica was monitored using a quartz crystal microbalance, X-ray
photoelectron spectroscopy, and infrared spectroscopy, showing that surfaces with positively charged groups induced rapid silica
precipitation, and the rate of silica precipitation followed the order −NH2 ∼ −N+(CH3)3 > −NH2/−COOH > −H2PO3 ∼
−OH > −COOH > −CH3. Force vs distance AFM measurements showed that the adhesion energy between a silica colloid
glued to AFM cantilever and the studied surfaces increased as the surface charge changed from negative to positive. Thus, for
the first time direct measurements of molecular forces and specific chemical groups that govern silica scaling during brackish
water desalination is reported here. The influence of the different functional groups and the effect of the surface charge on silica
precipitation that were found here can be used to design membranes that resist silica scaling in membrane-based desalination
processes.

1. INTRODUCTION

Desalinated inland brackish groundwater has become an
important source of drinking water in arid and semiarid
regions and is increasingly being used to resolve the worldwide
water shortage. Reverse osmosis (RO) technology is the most
widely used process for desalinating brackish water; however, a
major limiting factor of this approach is silica scaling of the
membrane, especially during the high recovery (>75%) used in
brackish water desalination.1−8 Silica scaling may occur when
the concentration of dissolved silica in either the bulk water or
in the vicinity of the membrane surface surpasses its solubility
limit, which depends on the pH, ionic strength, temperature,
and the hardness of the treated water.9−11 Importantly, once
silica scale is formed on the membrane surface, it is almost
impossible to remove using an acid wash (unlike carbonate

scaling) and processes that do remove it often damage the
membrane.1,12

Silica scaling and nucleation are complex processes9 due to
the dynamic equilibrium in aqueous solutions between
monomeric silicic acid (1) and higher molecular weight
oligomers (2) formed by a self-condensation process.9 Silica
deposition on surfaces can occur through the polymerization of
silicic acid after the direct deposition of silica monomer on the
surface (heterogeneous deposition), or by the polymerization
of silicic acid in the bulk solution, followed by the formation of
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silica oligomers, which deposit on the surface (homogeneous
deposition).9,13

Silica precipitation and scaling can be alleviated by the use of
commercial antiscalants,14,15 or by reducing the silica
concentration in the feedwater by using alumina adsorb-
ents,16,17 electrocoagulation,2 or softening through a coagu-
lation process.18,19 However, such pretreatment methods
increase operational costs and can induce organic fouling
and biofouling17,20−23 and thus various alternative approaches
have been tested to deal with silica scaling. For example, the
presence of sodium alginate in the feedwater reduces silica
scaling during the desalination process.24 In Israel, ground-
water rehabilitation projects of the coastal aquifer aimed at
reducing silica scaling have included altering the design
features of the desalination units, and optimizing chemical
treatment and operational conditions of the process.8

The effects of various membrane materials on silica scaling
have also been studied. For example, silica scaling of RO
membranes was found to be more pronounced on polyamide
thin film composite membrane than on asymmetric cellulose
triacetate membrane.25,26 Bush and co-workers investigated pH
adjustment of the feed stream as a strategy to prevent silica
scaling during membrane distillation of water supersaturated
with silica. They found that with feedwater at pH less than 5 or
higher than 10, silica scaling impacts were negligible, and
cleaning with solution pH above 11 was the most effective.27 A
study by Wallace et al.28 found that the rate of silica
precipitation on surfaces coated with mixed groups (−NH3

+/
−COO−) was ∼18 times higher than the rate of silica
precipitation on surfaces terminated with carboxyl (−COO−)
groups tested under similar conditions, with the amine group
(−NH3

+) terminated surface being highly resistant to silica
precipitation. Conversely, polyamines extracted from the
siliceous cell walls of diatoms, and synthetic polyamines,
were shown to induce substantial silica precipitation.29,30 More
recently, investigations of the influence of reverse osmosis
membrane surface properties on silica scaling during brackish
water desalination demonstrated that membranes with
positively charged groups on their surface showed reduced
permeate flux due to high silica scaling, whereas membranes
with a negatively charged surface showed a very limited flux
decline.31

In this work, we studied the effects of membrane surface
functional groups and charge on the extent of silica
precipitation under conditions that simulate the desalination
of brackish groundwater. We prepared self-assembled mono-
layers of alkyl thiols on gold with terminal −NH2, −N+(CH3)3,
−H2PO3, −OH, −COOH, and −CH3 groups and thus the
surfaces bore positive, neutral, or negative charges; these
surfaces were used as templates for silica precipitation tests.
Brackish water desalination conditions were simulated using a
model solution supersaturated with silica and with a mineral
content equivalent to the stage at which 75% of the water in
the brackish feed is recovered by desalination. In addition,
using atomic force microscopy (AFM) we measured the
molecular forces between the studied surfaces and a silica

colloid glued to the AFM cantilever to simulate the molecular
interactions between dissolved silica in solution and the
studied surfaces. The measured forces and calculated
interaction energies (calculated using the Derjaguin approx-
imation) were then compared with the interaction energies
predicted by the DLVO model,32 which included double layer
(electrostatic and entropic) and van der Waals forces. To the
best of our knowledge, this is the first study that investigates
molecular forces and specific surface interactions that affect
silica scaling under conditions that simulate desalination of
brackish groundwater.

2. MATERIALS AND METHODS

2.1. Materials. Sodium metasilicate nonahydrate
(Na2SiO3·9H2O), strontium chloride hexahydrate (SrCl2·
6H2O), anhydrous magnesium chloride (MgCl2), 1,4 piper-
azine N,N′-diethanesulfonic acid (PIPES), 1-dodecanethiol,
11-mercapto-1-undecanol, 11-amino-1-undecanethiol hydro-
chloride, (11-mercaptoundecyl)-N,N,N-trimethylammonium
bromide, 11-mercaptoundecylphosphonic acid, and 11-mer-
captoundecanoic acid were purchased from Sigma-Aldrich (St
Louis, MO, U.S.A.). Sapphire wafers of 10 × 10 × 0.43 mm3

size were purchased from Roditi (London, England). Sodium
chloride (NaCl), sodium bicarbonate (NaHCO3), anhydrous
calcium chloride (CaCl2), potassium sulfate (K2SO4), and
sodium sulfate (Na2SO4) were obtained from Frutarom (Haifa,
Israel). Aqueous hydrogen peroxide (30%), hydrochloric acid,
absolute ethanol, and 25% ammonia solution were purchased
from Bio-Lab (Jerusalem, Israel).

2.2. Preparation of a Model Solution Simulating
Brackish Groundwater for Desalination (SBD Solution).
The model solution (termed Simulated Brackish-water
Desalination (SBD) solution) mimics brackish water at the
stage at which 75% of the water in the brackish feed is
recovered by desalination and is oversaturated with respect to
amorphous silica. SBD solution was prepared by dissolving 355
mg sodium silicate (Na2SiO3·9H2O) in 200 mL double-
distilled water (DDW), followed by the addition of 1 N HCl to
a pH value <6.5. Then, 875 mg NaCl, 343 mg MgCl2, 625 mg
CaCl2, 520 mg Na2SO4, 44 mg K2SO4, 11.5 mg SrCl2·6H2O,
and 53 mg of NaHCO3 were added sequentially. The pH was
adjusted to 6.5 by slowly adding 1 N HCl/1 N NaOH, then 5
mL 0.5 M PIPES buffer, pH 6.5, was added. Finally, DDW was
added to give a final volume of 250 mL and the solution was
filtered through a 0.22 μm filter. Plastic containers and vessels
were used for all SBD solution preparation and filtration steps.
The final concentrations of ions in the prepared SBD solution
are given in Table S1 (Supporting Information, SI).

2.3. Preparation of Self-Assembled Monolayers of
Alkyl Thiols with Different Terminal Functional Groups
on Gold-Coated Surfaces. Gold-coated silicon and sapphire
wafers (1 × 1 cm2 and 0.5 × 0.5 cm2, respectively) were
prepared by coating silicon wafers (one side polished, 330 μm
thick) and sapphire wafers (one side polished, 430 μm thick)
with a 10 nm thick titanium (99.995%, Kurt J. Lesker, Jefferson
Hills, U.S.A.) layer followed by coating with a 30 nm gold
(99.999%, Kurt J. Lesker) layer. Both metals were deposited by
thermal evaporation at a pressure of 2 × 10−6 bar using a
thermal evaporator (Odem Ltd., Rehovot, Israel). Gold-coated
quartz crystal microbalance (QCM) sensors (cat. no QSX-
301) were purchased from Biolin Scientific (Gothenburg,
Sweden).
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Prior to thiol self-assembly, the wafers and QCM sensors
were surface activated using a protocol developed by Biolin
Scientific. First, the gold surfaces were exposed to UV for 10
min at room temperature, then immersed in a 5:1:1 mixture of
ultrapure water, 25% aqueous ammonia, and 30% hydrogen
peroxide at 348 K. After 5 min, the gold surfaces were rinsed 3
times with ultrapure water, then with absolute ethanol (2
times), dried under N2 gas, and treated again with UV for 10
min.
The wafers or QCM sensors were then immediately

immersed in a 1 mM ethanolic solution of alkyl thiol, each
with a different functional group, for 24 h at room temperature.
The following alkyl thiols were used for self-assembly (also
specified in Table 1): 1-dodecanethiol (HS(CH2)11CH3), 11-
mercapto-1-undecanol (HS(CH2)11OH), 11-amino-1-undeca-
nethiol hydrochloride (HS(CH2)11NH2·HCl), (11-mercap-
toundecyl)-N,N,N-trimethylammonium bromide (HS-
(CH2)11N

+(CH3)3Br
−), 11-mercaptoundecylphosphonic acid

(HS(CH2)11H2PO3), and 11-mercaptoundecanoic acid (HS-
(CH2)10COOH). The surfaces self-assembled with alkyl thiols
(excluding the sensor with 1-dodecanethiol) were immersed
for an additional 24 h in a 1 mM ethanolic solution of 1-
dodecanethiol. Finally, the wafers were washed twice with
ethanol and dried using N2 gas. The gold surface self-
assembled with 11-amino-1-undecanethiol hydrochloride was
cleaned with 10 mM triethylamine in dichloromethane
(DCM) followed by two washings with ethanol and dried
using N2 gas. The gold surface self-assembled with a mixture of
11-amino-1-undecanethiol hydrochloride and 11-mercaptoun-
decanoic acid was cleaned in the same manner. The self-
assembled monolayers were characterized by water-drop
contact angle measurements and their surface chemical
compositions were analyzed by X-ray photoelectron spectros-
copy (XPS), as shown in Table 1.
2.4. Surface Characterization. A dynamic contact angle

instrument (OCA 20; DataPhysics Instruments, Filderstadt,
Germany) was used to determine the surface wettability of the
prepared surfaces using 0.3 μL of DDW as the probe liquid at
room temperature. Contact angle measurements were
performed at four locations on each sample, and the average
is reported. Surface elemental composition was measured by
XPS with an ESCALAB 250 (Thermo Fisher Scientific Inc.,

Waltham, U.K.) using an Al X-ray source and a mono-
chromator. The chemical groups present on the surface were
identified by attenuated total reflectance-Fourier transform
infrared (ATR-FTIR) spectroscopy using a VERTEX 70 FTIR
spectrometer (Bruker Optics, Ettlingen, Germany) with a
resolution of 16 cm−1 complemented by a Miracle ATR
attachment with a reflection diamond-coated KRS-5 element
(Pike, Madison, WI, U.S.A.).

2.5. QCM Monitoring of Silica Precipitation. Silica
precipitation on self-assembled monolayers on the gold sensors
was monitored with an E4 QCM system (Qsense Biolin
Scientific, Gothenburg, Sweden) under static conditions at 298
K. Open module cells were used containing gold-coated QCM
sensors (QSX 301, with a fundamental frequency of ∼5 MHz).
Each experiment was initiated by adding 1 mL NaCl solution
with the same ionic strength as the SBD solution and
monitoring for 24 h, then the NaCl solution was replaced
with SBD test solution and the system was monitored for an
additional 24 h. Variations in frequency (Δf, Hz) were
measured at overtones n = 5, 7, 9, 11, and 13; overtone n = 7,
which represents a compromise between enhanced sensitivity
at higher overtones and reduced interference of the solution
properties at lower frequencies,33 was used for calculating the
average values of Δf for each surface. The QCM experiments
were repeated twice for each sample and the average values are
reported.

2.6. Silica Precipitation Experiments on Self-As-
sembled Monolayers on Gold-Coated Silicon and
Sapphire Wafers. The gold-coated silicon or sapphire wafers
self-assembled with alkyl thiols were horizontally immersed in
5 mL SBD solution in 10 mL plastic vials, then the vials were
tightly sealed and maintained at 298 K for 24 h. The surfaces
were then gently washed with ethanol/water (1:1) and dried
under vacuum.

2.7. AFM Force Measurements. AFM images were
acquired using a NanoWizard 4 (JPK Instruments, Berlin,
Germany) and gold-coated silicon tips on a SNL-10 probe
(Bruker, Camarillo, CA, U.S.A.) in quantitative imaging (QI)
mode at room temperature (298 K). The spring constants of
different cantilevers were estimated using the thermal noise
method (0.35 N/m and 0.3 N/m, respectively, for imaging and
force spectroscopy). AFM force vs distance curves were

Table 1. Water Drop Contact Angles and XPS Elemental Analyses of Self-Assembled Alkyl Thiol Monolayers on Gold-Coated
Silicon Surfaces

elemental ratio by XPS

terminal group functionalized alkyl thiol
contact angle

(deg)a
N:C ratio
(calculated)

O:C ratio
(calculated)

P:C ratio
(calculated)

−NH2 HS−(CH2)11-NH2 43 ± 1 0.06
(0.09)

−N+(CH3)3 HS−(CH2)11−N+(CH3)3 Br
− 42 ± 2 0.09

(0.07)
−NH2/−COOH HS−(CH2)11−NH2/HS− (CH2)10−COOH 47 ± 2 0.05 0.09

(0.05) (0.09)
−H2PO3 HS−(CH2)11H2PO3 78 ± 1 0.29 0.11

(0.27) (0.09)
−OH HS−(CH2)11OH 55 ± 1 0.14

(0.09)
−COOH HS−(CH2)10COOH 45 ± 1 0.25

(0.17)
−CH3 HS−(CH2)11CH3 107 ± 2

aAverage values of four different locations.
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measured using a NovaScan cantilever (Novascan Technolo-
gies, Inc., Ames, IA, U.S.A.) with a 1 μm diameter silica
colloidal probe glued to the AFM cantilever. The tip velocity
was kept constant (100 nm/sec) throughout the measure-
ments. All measurements were made in aqueous solution (225
mM NaCl). The deflection vs displacement data were
converted into force vs relative distance graphs using SPM
processing software (JPK Instruments, Berlin, Germany).

3. RESULTS AND DISCUSSION

3.1. Rational Behind the Chemical Composition of
the Model Silica Solution. An aqueous solution was
prepared to simulate the mineral content of brackish
groundwater at the stage at which 75% of the water in the
brackish feed is recovered by desalination, and with silica at
300 ppm concentration. This solution was termed Simulated
Brackish-water Desalination (SBD) solution. The mineral
content of SBD solution was based on the ion profile of the
RO concentrate of brackish groundwater from the Negev
Highlands, Israel, reported by Oren et al.7 The silica
concentration in the model solution was higher than that of
the RO concentrate by a factor of 3.4 (see Table S1, SI) to
obtain a saturation index of 2.5 for amorphous silica, as
determined using OLI stream analyzer 9 software (OLI

Systems, Morris Plains, NJ, U.S.A.). Silica concentration
higher than the RO concentrate may represent a realistic
condition where concentration polarization leads to increased
solute concentrations near the membrane surface. The sulfate
concentration was 50% lower than in the brackish water
concentrate to keep the gypsum and strontium sulfate levels
below saturation, whereas the concentrations of the other
scale-causing compounds were maintained at the same level as
in the RO concentrate. The stability of the silica in the
prepared SBD solution was monitored for 4 days using
turbidity measurements. At 24 h, the turbidity was low, 0.07
Nephelometric Turbidity Unit (NTU; Figure S1, SI), but after
4 days the turbidity increased dramatically from 0.07 NTU to
0.64 NTU. The SBD solution was also monitored by dynamic
light scattering (DLS) and the concentration of dissolved silica
in filtered aliquots of the solution was measured using the
molybdenum blue spectrophotometric method.34 No particles
were detected in a 24 h period in the SBD solution and a slight
decrease in the concentration of dissolved silica in the filtered
samples, from 300 mg/L to 297 mg/L, was observed after 24 h.
Hence, spectrophotometric measurements of silica concen-
trations and turbidity, and DLS analyses, all indicated that the
prepared SBD solution (silica saturation index = 2.5) is stable
for 24 h and therefore homogeneous precipitation of silica in

Figure 1. (a) QCM curves (averaged from two experiments) obtained to monitor silica precipitation from a SBD model solution onto self-
assembled monolayers on gold sensors during a 24 h period at 25 °C. The inset shows the frequency changes between 0 and 24 min. The SBD
solution was added to the system at t = 0. (b) The extent of frequency shift after 18 h for each of the self-assembled monolayers studied.
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the bulk solution and sedimentation are unlikely to occur
within 24 h after preparing the solution.
3.2. Silica Precipitation Rate As Measured by QCM.

Self-assembled monolayers of alkyl thiols with different
functional groups were prepared on gold-coated surfaces and
used as substrates for studying the effect of surface-exposed
functional groups on the extent of scaling, and particularly on
silica precipitation, under conditions that simulate the
desalination of brackish groundwater. The surface wettabilities
of the prepared self-assembled monolayers were determined by
measuring the water drop contact angle (Table 1) and were in
accordance with the literature values.35,36 The surface chemical
compositions were analyzed by XPS and confirmed the
presence of the expected elements on the gold surfaces
(Table 1). Notably, the N/C and O/C atomic ratios obtained
for the surface terminated with a mixture of −NH2/−COOH
groups were in good agreement with the calculated value for a
1:1 ratio of −NH2 and −COOH groups. Overall, the water
drop contact angle measurements and XPS analyses confirmed
successful preparation of the self-assembled monolayers on
gold-coated silicon wafers.37

The effect of the various surface-exposed organic functional
groups on silica precipitation was studied by QCM (Figure 1).
The above-described monolayers characterized by XPS and
contact angle, listed in Table 1, were self-assembled on gold-
coated quartz sensors for QCM measurements. The QCM
frequency shift, Δf, was first monitored for 24 h at 298 K using
NaCl solution with the same ionic strength as the SBD
solution, then the solution was replaced with model SBD
solution (silica saturation index = 2.5), and Δf was further
monitored for 24 h at 298 K. A control experiment was carried
out using SBD model solution lacking silica. No frequency
decrease (Δf = 0) was observed in the control experiments
whereas the model SBD solution resulted in a substantial
decrease in frequency, with each self-assembled monolayer
providing a different decrease in frequency (Figure 1). The
QCM curves in Figure 1a indicate that the surfaces bearing
−NH2 or −N+(CH3)3 groups showed the largest frequency
decrease (Δf), suggesting the greatest amount of precipitation.
Surfaces coated with −NH2/−COOH, −COOH, −OH,
−CH3 or −H2PO3 groups showed smaller frequency shifts
over the 24 h period, as shown in Figure 1a. On the basis of the
QCM data, the extent of precipitation on surfaces with
different terminal functional groups followed the order: −NH2
∼ −N+(CH3)3 > −NH2/−COOH > −OH ∼ −H2PO3 >
−COOH > −CH3. Figure 1b describes the extent of frequency
shift after 18 h for each of the monolayers.
The results of the QCM experiments showed clear trends in

the induction of precipitation by the different functional

groups. As described below, silica was the main component of
the precipitate, in accordance with the SBD solution being
supersaturated with silica. The observed trend for precipitation
in the presence of different terminal functional groups shows
that silica precipitation is initiated by positively charged
functional groups (−NH2 is positively charged at pH 7) and
inhibited by negatively charged groups (−H2PO3, −COOH),
neutral groups (−OH), and hydrophobic groups (−CH3).
This result is in good agreement with the results reported for
silica scaling by Tong et al.,31 where reverse osmosis
membrane surfaces modified with amine groups resulted in
higher silica scaling and reduced membrane performance
compared with other membranes during desalination of a
solution simulating brackish water. In contrast, Wallace et al.28

compared the rate of silica nucleation on surfaces coated with
carboxyl groups (−COOH), amine groups (−NH2), or a
hybrid surface of carboxyl/amine groups, and observed that the
amine terminated surface did not induce silica precipitation
whereas the hybrid (carboxyl/amine) and carboxyl terminated
surfaces did induce silica precipitation under similar con-
ditions.

3.3. Surface Chemical Analysis and Elemental
Composition of the Precipitate. Self-assembled monolayers
of alkyl thiols on gold-coated silicon and sapphire wafers were
immersed in the model SBD solution and the elements
comprising the precipitate deposited on the surfaces were
identified. After 24 h immersion, the surfaces were gently
washed with 50% ethanol/water, dried, and characterized by
ATR-FTIR and XPS. The ATR-FTIR spectra of the surfaces
(Figure S2, SI) showed strong absorption peaks predominately
in the 1000−1200 cm−1 region and were assigned to the Si−
O−Si vibrations of silica based on the literature.38,39 A peak at
1640 cm−1 was present in all the spectra and corresponded to
the H−O−H vibrational frequency of adsorbed water.39,40

XPS analysis of the model surfaces after immersion in SBD
solution (Table 2) showed various concentrations of silicon, in
addition to other elements, confirming the presence of silica
precipitate on the tested surfaces. The self-assembled −NH2
and −N+(CH3)3 groups (positively charged surfaces) provided
the highest atomic percentage of Si of the seven surfaces
studied, whereas the hydrophobic surface (−CH3) showed no
detectable silicon. These XPS analyses corroborate the
observations from the QCM experiments. Other than Si, no
elements related to scale formation, such as Ca, Mg, or Sr, were
detected on the surfaces, clearly showing that SiO2 was the
major component in precipitate from SBD solution.

3.4. Effect of Surface Charge on the Forces between
a Silica Colloid Glued to the AFM Cantilever and the
Self-Assembled Monolayers. We used AFM to measure the

Table 2. XPS Elemental Analysis of Self-Assembled Monolayers on Gold-Coated Sapphire Surfaces after 24 h Immersion in a
Model SBD Solution Supersaturated with Respect to Silica (saturation index = 2.5)

XPSa (atomic %)

terminal group functionalized alkyl thiol C O N S P Au Si

−NH2 HS−(CH2)11−NH2 30.42 43.58 1.20 2.69 -BDL- 0.35 21.76
−N+(CH3)3 HS−(CH2)11−N+(CH3)3 Br

− 40.96 32.88 5.55 3.06 -BDL- -BDL- 17.56
−NH2/−COOH HS−(CH2)11−NH2/HS−(CH2)10−COOH 50.08 19.34 2.17 3.95 -BDL- 21.85 2.61
−H2PO3 HS−(CH2)11H2PO3 47.84 31.04 -BDL- 6.17 2.59 8.58 3.78
−OH HS−(CH2)11OH 42.59 17.13 -BDL- 2.84 -BDL- 36.41 1.03
−COOH HS−(CH2)10COOH 51.46 26.91 -BDL- 2.59 -BDL- 16.25 2.80
−CH3 HS−(CH2)11CH3 37.59 -BDL- -BDL- 3.49 -BDL- 58.92 -BDL-

aBDL, below detection limit.
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forces between the studied surfaces and a silica colloid to shed
light on the mechanisms by which surface-exposed functional
groups affect the precipitation rate of silica (Figure 2a). Our
aim was to mimic the initial adhesion forces between the
different surfaces (Table 1) and dissolved silica species.
The interaction energy between the silica and the different

surfaces were determined by measuring the force vs distance,
F(D), between a silica colloid (1 μm diameter) glued to the
AFM cantilever and five self-assembled alkyl thiol monolayers
on gold surfaces (together with an Au control surface) at 10−
15 different locations, as illustrated in Figure 2a. The maximum
adhesion force (the most negative value, see Figure 2c) was
then converted to the adhesion energy between the surfaces
using the Derjaguin approximation:41

π
=W

F
R2 (1)

where W is the adhesion energy (mJ·m−2), F is the measured
adhesion force (nN), and R is the radius of the colloidal probe
(500 nm). Figure 2d summarizes the measured and calculated
interaction energies for the six surfaces. Two representative
interaction energy vs distance curves are shown in Figure 2b,c,
and the other plots are presented in Figure S4a−d (SI). The
−COOH and −NH2 terminated surfaces were chosen as two

extreme model surfaces in Figure 2b,c due to the opposite
surface charge on their head groups. The carboxyl (−COOH)
group is negatively charged at pH 7 (the pH of the measured
SBD solution), and the −COOH terminated Au surfaces
showed a repulsive interaction (∼+0.4 mJ·m−2 at D ≈ 0.7 nm,
Figure 2b). This interaction was due to double layer repulsion
between the negatively charged silica colloid with the negative
surface charge of the carboxyl terminated Au surface, together
with van der Waals (VDW) adhesion (positive Hamaker
constant, as elaborated below). In contrast, the −NH2
(positively charged at pH 7) and −N+(CH3)3 modified Au-
surfaces (Figures 2c and S4d) resulted in stronger adhesion
forces (and energy).
All the retraction curves (red curves in Figure 2b,c, and in

Figure S4) suggest that the silica probe detached from the
surfaces at D > 20 nm for high adhesion energies (W < − 1 mJ·
m−2). Neither the Au layer nor the thin (∼1.5 nm) covalently
attached layers could stretch this distance and thus we believe
that the polymer used to glue the silica colloid to the cantilever
(see Figure 2a) stretched during the retraction step, as
schematically illustrated in Figure S5 (SI).
DLVO theory32 was used to calculate the interaction energy,

W, between the colloidal probe and the different modified
surfaces in aqueous solution:

Figure 2. (a) Experimental setup for measuring the adhesion forces between silica colloid and the different surfaces using AFM, where X represents
−COOH, −CH3, −NH2: −COOH, −NH2, or −N+(CH3)3. (b) Representative interaction energy vs distance measurement between the silica
colloidal probe and the negatively charged −COOH surface and (c) the positively charged −NH2 surface. (d) Summary of the adhesion/repulsion
energy between silica and the 6 surfaces, based on 10−15 force measurements on each surface, plotted against the calculated surface potential (eq
3). The white circles and black solid markers represent the calculated (eq 2) and measured energies, respectively.
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Figure 3. AFM topography images, and force and stiffness measurements of the silica layer that formed on the −NH2 terminated surface. (a)
Surface topography of the −NH2 surface as it was initially soaked (t = 0 h) in model SBD solution supersaturated with silica. (b) The same location
on the −NH2 terminated surface at t = 3.5 h. The corresponding force vs distance curves (probe diameter ∼5 nm) are shown in (c) for t ≈ 0 h and
in (d) for t = 3.5 h. (e) Average silica layer stiffness measured at different precipitation times (inset: schematic of the AFM measurement setup
using a sharp probe). Each data point in (e) is the average stiffness based on force measurements at 65 536 locations.
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where the first term is the VDW interaction and the second
term is the double-layer interaction between a spherical and a
flat surface exhibiting two different surface potentials.42 ASWC is
the Hamaker constant for a surface water-colloidal probe
system32 and is ∼1 × 10−20 J, ε0 = 8.85 × 10−12 C2·J−1·m−1,
and ε = 80 are the vacuum and medium (water) permittivities,
respectively, and ψS and ψC are the modified surfaces and the
colloidal probe (silica) surface potentials, respectively. ψC is
∼−30 mV for a silica surface.43 κ is the inverse of the Debye

length and can be estimated by κ = [ ]NaCl
0.304

[nm] for a

monovalent aqueous solution32 such as a NaCl solution, and D
is the distance between the modified gold surface and the
colloidal probe, (assumed to be 0.7 nm at contact).
The surface potentials, ψs, of self-assembled monolayers of

alkyl thiols on gold were calculated using the Grahame
equation32,44 at 298 K:

ψσ = C0.117 sinh( /51.4)S (3)

where σ is the surface charge density (C m−2), ψS is the surface
potential (mV), and C is the NaCl concentration (0.225 M). σ
was calculated by assuming a 1 nm average distance between
two functional groups on the Au surface. On the basis of the
pKa values of the different ionizable groups and the pH of the
SBD solution (between 6 to 7), the percentage of charged
groups on each surface was assumed to be 80% for −NH2 (as
positively charged ammonium), 100% for −N+(CH3)3, 100%
for −COOH (negatively charged carboxylate ion), 30% for
−NH2/−COOH (best fit to the data), and 0% (not charged)
for −CH3. The calculated ψS and W values for the six surfaces
are summarized in Figure 2d.
In addition to force measurements, AFM was used to

measure topography and surface stiffness as the silica
precipitated. The aim of that part was to understand what
was the form of the precipitated silica on the studied surfaces.
The topography and stiffness of a self-assembled −NH2
monolayer on gold surface was measured before and during
silica precipitation, and the results are summarized in Figure 3.
These measurements were conducted while the surface was
immersed in SBD solution supersaturated with silica. A
topography image of the −NH2 terminated surface as the
surface was immersed in supersaturated silica solution (t = 0 h)
is shown in Figure 3a. The topography at the same location
after 3.5 h (Figure 3b) was significantly different, indicating
silica precipitation on the surface. The probe in the force vs
distance curve (Figure 3d) penetrated ∼30 nm into the soft
silica layer after 3.5 h of silica precipitation (see schematic in
Figure 3e). Hence, we assume a silica precipitation rate of ∼9
nm/h.
The precipitation of silica on the −NH2 terminated surface

also changed the surface stiffness, as calculated by ΔF/ΔD
when the probe presses the surface (see Figure 3c,d). Initially,
at t ≈ 0 h, the measured stiffness of the surface was 732 ± 124
nN·μm−1 whereas at t ≈ 11 h, the stiffness decreased
significantly (became softer) to 43 ± 23 nN·μm−1. These
results indicated that the precipitated silica formed a
continuous gel layer which was much softer than the Au
layer. Hence, a silica gel layer was formed during silica
precipitation.

In this research we found that different surface organic
chemical groups significantly influence silica precipitation
under conditions that simulate the desalination of brackish
groundwater. The QCM results revealed that surfaces
terminated with positively charged −NH2 and −N+(CH3)3
groups induced more extensive silica precipitation than did
surfaces terminated with negatively charged or neutral groups
(−NH2/−COOH, −H2PO3, −OH, −COOH, and −CH3). In
saturated solutions monosilicic acid is in equilibrium with solid
silica:

+ FSiO 2H O Si(OH)2(S) 2 (l) 4(aqueous) (4)

The equilibrium constant for eq 4 is K = 1.95 × 10−3 M (at
25 °C, for amorphous silica28), and is equal to the equilibrium
activity of monosilicic acid. The silicate concentration in the
experiments of the present study is 5 × 10−3 M, much higher
than the equilibrium concentration, hence SBD solution is
oversaturated with respect to silica. The surface of solid silica
particles is negatively charged at pH 6.5.45,46 Hence, a more
intense scaling on positively charged surfaces may be explained
by the attractive electrostatic forces between the positively
charged surfaces and negatively charged solid silica, which
stabilizes the precipitated silica and shifts the equilibrium (eq
4) toward precipitation. The attractive electrostatic inter-
actions may also enhance adherence of silica particles to the
positively charged surfaces. The observed large differences in
the extent of silica precipitation on the different surfaces
suggest that surface-induced precipitation (heterogeneous
precipitation) processes dominate silica precipitation under
the studied conditions, rather than processes that occur in bulk
solution.
AFM measurements revealed that the adhesion forces (and

energy) between a silica colloidal particle and the studied
surfaces decrease when the surface charge changes from
positive (−NH2 and −N+(CH3)3) to noncharged hydrophobic
(−CH3) and then to negatively charged (−COOH). We
therefore conclude that surface chemistry, and particularly the
surface charge density, affects the rate of silica precipitation. To
the best of our knowledge, this is the first report of direct
measurements that correlate electrostatic interactions with the
rate of silica precipitation under conditions that simulate
desalination of brackish groundwater. The effects of surface
charge and surface chemistry identified in this study can be
used to design surfaces that significantly decrease the rate of
silica scaling and precipitation. Surfaces that can alleviate silica
scaling are highly desirable for membrane-based water
desalination, such as reverse osmosis desalination of brackish
groundwater.
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The present work accomplishes surface enhanced Raman scattering (SERS) studies using the combination of stable, 
diluted and isolated gold nanoparticles (Au NPs) of tailored size (~ 50 nm) and distribution on two dimensional carbon 
nanostructures (2D-CNS) i.e. graphene oxide (GO) and reduced graphene oxide (RGO). Fabricated using a simple, 
quick and cost effective method, these SERS substrates have enough synergistic enhancement from each Au NPs and 
underlying CNS matrix with sensitivity enough to easily detect 10-6 molar concentrations of analyte, 4-mercaptobenzoic 
acid (4-MBA). Further, uniform distribution of Au NPs ensures great reproducibility showing potential for standardization 
in future. © Anita Publications. All rights reserved.
Keywords: Surface enhanced Raman scattering (SERS), Nanoparticles, Graphene oxide (GO), 4-mercaptobenzoic acid 
(4-MBA)

1 Introdction

 Surface-enhanced Raman scattering (SERS) is a surface selective and highly sensitive spectroscopic 
technique for molecular detection and surface analysis [1,2]. SERS offers higher magnitude of increased 
intensity and suppresses the fluorescence signal while selectively enhancing the Raman signal, and produces 
chemical fingerprinting with sensitivity enough to enable single-molecule detection [3]. Two widely accepted 
enhancement mechanisms are the dominant electromagnetic mechanism (EM) (contributing about 108 of 
enhancement) and the chemical mechanism (CM) (contributing one or two orders of enhancement), together 
contributing the overall enhancement [4]. The long range nature of EM relies on the roughness, high curves 
or gapped metal regions of the substrate in order to develop localized electromagnetic field regions called 
as “hot” spots. In this respect, rough noble metal nanoparticles substrates, especially Au NPs having good 
curvature and required optical properties for enhanced surface plasmons on excitation, proved out to be 
one of the most popular traditional SERS substrates with additional advantages such as biocompatibility, 
stability, controllable size and shape distributions [5,6]. Mostly, due to complex distribution of molecules 
on SERS substrate, molecules near the hot spots keep on fluctuating, which is further aggravated by other 
factors like chemical interactions between the molecules and the metal substrate, chemical adsorption-induced 
vibrations, molecular deformation and distortion, etc. [7,8]. These disadvantages demand new materials for 
SERS substrates, which can be fabricated uniformly and economically with particles size small enough that 
an isolated particle can give the required localized surface plasmon resonance effect.
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 Often termed as a “first layer effect”; unlike EM, CM is a short range effect which requires the 
distance between the molecule and the substrate to be below 0.2 nm. Further, the charge transfer between 
molecule and substrate is possible by having the Fermi level of the metal substrate symmetrically aligned 
with the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) 
of the molecule [1,9]. These requirements mark the inefficiency of CM in case of noble nanoparticles 
based SERS substrates, but paved the way for graphene substrates based SERS; called now as Graphene 
Enhanced Raman Spectroscopy (GERS). In case of graphene, relatively smooth surface, visible range 
optical transitions [10], and lower surface plasmon [11] make EM ineffective, making CM as the dominant 
mechanism. However, unlike metal substrates, the Raman enhancements are limited and not enough for 
standardization [12]. Nevertheless, flexibility offered by graphene and its derivatives and particularly their 
ability to combine with metal nanoparticles attests its potential as a promising matrix for forming hybrids 
[13] which can take advantage of both EM and synergistically enhanced CM, for an overall commendable 
Raman enhancement; the prime motivation of the present work. 
 With this aim, the present work utilizes Au NPs supported 2D-CNS matrix, as a commendable SERS 
substrate for testing the efficacy of the Raman Marker; 4-MBA. Finally, in order to produce reproducibility 
enabling future standardization, the present work uses the enhancement upraised from isolated Au NPs 
of tailored size decorated at distances higher than the spectral resolution of the exciting source, still 
producing commendable enhancements without any signal degradation; enough for detecting smallest of 
the concentrations (10-6 M) of the Raman marker. 

2 Experimental

 Typically the 2D- CNS used here (GO and RGO) were produced using the earlier reports [14,15] 
(supplementary information). Further to produce non agglomerating Au NPs with tailored size, seeded-growth 
method proposed by Perrault et al was followed [16] (Supplementary information). However, in order to 
maximize the localized surface plasmon resonance (LSPR) effect for maximum enhancement from each 
Au NPs, the size was then tailored to 50 nm while simultaneously stabilizing with, polyvinylpyrrolidone 
(PVP).
 The 2D- CNS- Au nanoparticles composites were prepared by simply adding 300 µL of diluted 
spherical Au NPs into 700 µl of 2 mg/ mL (in distilled water) dispersion of 2D- CNS, succeeded by 
sonication and storage in vibration stand until thin film formation (supplementary information). These two 
composites i.e RGO- Au NP and GO- Au NP were then uniformly spin coated covering entire (5×5) mm2 

silicon substrate to form the SERS substrate on which 5 µL of Raman marker solution of 4-MBA (1 µM) 
was then incubated for overnight at room temperature.

3 Results and Discussion

 The transmission electron microscopy (TEM) image shown in Fig 1 manifests the homogenously 
stabilized Au NPs, which were well separated and spherical in shape (~50 nm). Figure 2(a) shows the 
TEM image of GO sheets, which is non-contaminated, continuous and few layered in nature. Figure 2 (b) 
corresponding to TEM of GO-Au NPs, clearly shows a single Au NP is decorated on ~(2 × 2) µm2 area. 
The Au NPs have required shape (spherical) and size (50 nm) for effective Raman enhancement effect, 
while the distribution is such that, the distance between Au NPs exceeds the spectral resolution of the laser, 
enabling isolated particles enhancement. Figure 2(c) shows the TEM image of few layered RGO sheets 
of long lateral uniformity like GO. Similarly RGO-Au NPs shown in Fig 2(d) denotes the isolated Au NP 
distribution on the RGO surfaces as in case of GO.
 In order to check the reproducibility and potential to be used as a standardized SERS substrate in 
future, the work involves Raman mapping (using confocal Raman microscope of WITec Alpha 300R, 632.8 
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nm laser line) of (100 × 100) µm2 area on substrate scanned with an interval of 2 µm with an integration time 
of 1s. Figure 3 represents a simplified schematic of the SERS substrate and the SERS signal enhancement 
obtained.

Fig 1. TEM Image of Au NPs; on inset, isolated Au N

Fig 2. TEM Images of (a) Few layered GO, (b) GO-Au NPs (c) Few layered RGO, (d) RGO-Au NPs
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Fig 3. Schematic illustrating the SERS substrate and the Raman enhancement obtained

Fig 4. (a) Raman mapping image of GO-Au NPs-4-MBA; (b) Corresponding six point’s 3D-SERS spectra. 
(c) The Raman mapping image RGO-Au NPs-4-MBA, (d) 3D- SERS spectra of RGO-Au NPs-4-MBA.

 Raman imaging of GO-Au NPs- 4-MBA defined for the peak centered at 1585 cm–1 through the 
intensity color profile is shown in Fig 4 (a). The well-defined colored region is a profile for the prominent 
4-MBA band centered ~ 1585 cm–1 (v(CC) ring stretching). In the color profile, the intensity increases 
from violet to red. Evidently, the center part of the substrate is more or less occupied with violet and blue 
color, indicating its more GO nature rather than GO-Au NPs. So the maximum intensity (red color) region 



Two dimensional graphene derivatives supported isolated gold nanoparticles as an efficient SERS substrate 125

 

indicates the maximum probable place where Au NPs were decorated and are bonded towards 4-MBA. 
These findings can be confirmed by the corresponding Raman spectrum of the six different regions (violet 
to red) (Fig 4 (b)). From the cyan to red color (marked 3 to 6), the corresponding Raman spectrum gives 
well defined peaks of the Raman marker 4-MBA at 1585, 1175, 1070 and 1340 cm–1 even for the low 
concentration (1 µΜ) and amount of Raman reporter molecule, attesting substantial Raman enhancement. 
Also a low profile D (~1350 cm–1) and G-Band (~1580 cm–1) of GO can be observed on the same spectrum. 
But in region 1 and 2, the D and G-Band are more prominent due to the CNS base material contribution. 
Figure 4 (c) represents the Raman mapping image of RGO-Au NPs-4-MBA and the 4-MBA field is more 
nicely distributed here (red region). In the corresponding Raman spectra (Fig 4(d)), a more defined 4-MBA 
characteristics peak can be observed throughout the region 2 to 5. So, both SERS substrates are observed 
to be good base materials utilizing both the EM and synergistically enhanced CM, to detect effectively and 
quickly even the very low concentration of Raman reporter molecule (1 µΜ), which is impossible to detect 
using normal RS [17].

4 Conclusions

 The present work introduces a simple and quick chemical method to fabricate highly efficient SERS 
substrates based on Au NPs and 2D-CNS (graphene derivatives) combination. The proposed substrates 
have commendable Raman enhancement, taking the advantage of both; i.e. EM from the Au NPs and 
synergistically enhanced CM from Au NP decorated GO/RGO matrix. The tailored Au NPs have a size of 
50 nm to ensure maximum enhancement at the used excitation source (632.5 nm). Further, their distribution 
is such that the distance between the nanoparticles is greater than the spectral resolution of the excitation 
source. These factors enable enhancement which is enough to detect 10-6 M concentrations of analyte with 
appreciable sensitivity. Further, the uniform distribution and isolated particle dependence for enhancement, 
cuts down the ambiguity of variations in hot spot regions, thereby powering these substrates with great 
reproducibility; suggesting great potential for standardization in future.
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1 Experimental

1.1 Materials 
 Graphite flakes (NGS Naturgraphit GmbH, Germany), tetrachloroauric acid (HAuCl4), 
polyvinylpyrrolidone (PVP), sodium citrate, hydroquinone, 4-MBA, H2SO4, H3PO4, KMnO4, H2O2, 
hydrazine hydrate, ammonia solution, ethanol, etc. used were of technical grade and were procured from 
Sigma-Aldrich. 
1.2 Preparation of Graphene Oxide (GO)
 The protocol proposed by Marcano et al [1] has been applied for the synthesis of GO. Briefly, a  
9 : 1 combination of concentrated H2SO4: H3PO4 was added to 2 g of graphite flakes and 12 g of KMnO4. 
At a temperature of 50° C, the mixture was stirred for 12 h. The reaction was quenched after the mixture 
was cooled to room temperature (RT) by adding ~260 mL of ice with 2 mL of 30% H2O2. This mixture 
was then shifted, filtered and was washed with distilled water and 30% HCl. The final product obtained 
(GO) was then dried at 70°C.
1.3 Preparation of Reduced Graphene Oxide (RGO)
 Chemical conversion of GO to RGO is achieved by following the method proposed by Dan Li et 
al [2]. Briefly, a 500 ml (0.25mg/mL) GO dispersion in distilled water was kept for ultra-sonication for 20 
minutes to obtain a light yellowish dispersion. A pH≈10 is achieved for this GO dispersion by adding ~2 
mL of ammonia solution (25%). Further, 400 µL of hydrazine hydrate solution (H6N2O) was added and the 
solution was kept under ultra-sonication at a temperature of 80°C for two hours. Successively, the solution 
stirred at 95°C for 12 hrs to continue the reduction reaction process and the solution turns black in color. 
This solution is then filtered, washed and dried at 80° C to collect the RGO.
1.4 Preparation of Gold Nanoparticles (Au NPs) and the stabilization with PVP.
 Gold nanoparticles (Au NPs) were synthesized following seeded-growth method by Perrault et 
al [3]. Briefly 50 ml ultrapure water was heated under reflux. While boiling 300 μL gold(III) chloride 
solution (1 wt. %) is added followed by 900 μl sodium citrate solution (1 wt. %) after 2 mins of stirring. 
The solution is boiled for additional 2 minute and cooled at room temperature. The color changed to red 
during the reaction.
 The obtained Au NPs seeds have a diameter of 20 nm. In a second step these seed particles were 
grown bigger to Au NPs stabilized by polyvinylpyrrolidone (PVP). In this regard, 250 ml ultrapure water, 
10 ml of the seed solution, 2.5 ml gold (III) chloride solution (1 wt. %) and 2.5 g PVP were mixed in a 
Erlenmeyer flask. After the addition of 5 ml 0.03 M hydroquinone solution, the colloid is stirred for one 
day at room temperature. The obtained Au NPs have a diameter of 50nm.
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1.5 Preparation of 2D-CNS-Au NPs composites
 Both 2-Dimensional CNS materials (graphene derivatives GO and RGO) were taken at a 
concentration of 2 mg/mL in DW in separate vials. These dispersions were sonicated for 30 minutes to make 
a homogeneous dispersion. From the well dispersed CNS solution, 700 µl taken out in a 2 ml Eppendorf 
and added 300 µl of diluted spherical Au NPs of ~ 50 nm size. This was further sonicated for 10 minutes 
and kept in a vibrating stand until the thin film formation.
1.6 Fabrication of CNS, CNS-4-MBA and CNS-Au NPs-4-MBA thin film electrodes on Si-substrate
 For fabricating a thin film of CNS and CNS-Au NPs on silicon (Si) substrate, all the silicon substrates 
were well cleaned by the standard protocol.  On this Si substrate of 5mm × 5 mm dimensions, the CNS/ 
CNS-Au NPs were spin coated separately using 10 µL of hybrid solution. These substrates were dried at a 
temperature of 70 °C. On these CNS/ CNS-Au NPs substrates, 5 µl of Raman marker solution of 4-MBA 
(1 µM) was incubated for overnight at room temperature. These CNS-4-MBA and CNS-Au NPs- 4-MBA 
were further used for to conduct the SERS experiments.

2 Characterization of the materials

 The structural characterization of GO and RGO, were characterized by X-ray diffraction (XRD) 
technique (Rigaku miniflex-II diffractometer at 30 kV, 15mA). The wavelength of Cu-Kα1 radiation of 
λ = 1.5405 Å was used for obtaining the XRD pattern.TEM images were obtained using a Zeiss EM 902 
instrument. The SERS measurements through Raman mapping experiments were conducted with a confocal 
Raman microscope (WITec Alpha 300R, 30 cm focal length and 600 grooves per mm grating spectrometer) 
equipped with an EM-CCD. A 632.8 nm line from a He-Ne laser was focused onto the sample using a 40 
× objective (Olympus) with a numerical aperture of 0.6 (5 mW laser power at the sample). For the Raman 
mapping, an area of (100 × 100) µm2 is scanned with an interval of 2µm with an integration time of 1 s.

3 UV-Vis absorption studies

 

Fig S1. UV-vis absorption spectra of PVP stabilized Au NPs

 Figure S1 shows the typical absorption UV-Vis spectrum of the PVP stabilized Au NPs in distilled 
water. The absorption peak due to the surface plasmon resonance of Au NPs is centered on 530 nm which 
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is more red shifted in nature comparing to nanoparticles of lesser particle size.

4 XRD studies of 2D-CNS base materials

 The XRD pattern of the as-synthesized 2D CNS base materials, namely GO and RGO are presented 
in Fig S2. GO  shows  a  strong  diffraction  peak  at ~ 11º (Fig S2a),  which  corresponds  to  the (002)

                
Fig S2. XRD Patterns of GO and RGO

                 
Fig S3. Normalized Raman spectra of (a) GO on Si-substrate where prominent D, G bands of CNS 
are marked; (b) GO base materials immobilized with Raman marker 4-MBA (5µL, 1 µM); (c) RGO 
on Si-substrate, (d) RGO base materials immobilized with Raman marker 4-MBA (5µL, 1 µM)
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reflection. plane with a d-spacing of 8.0 Å [1].
 The weak and broad band around 42º corresponding to the (100) reflection is due to the turbo static 
band of disordered carbon material. The most prominent diffraction peak of RGO is observed at ~24.5º 
(002) attesting the characteristic band of RGO ((Fig S2b) with an interlayer spacing of 3.4 Å. This value 
matches with the well-known XRD peak of RGO [4].  

5 Raman spectra of 2D-CNS base materials and 2D-CNS+4-MBA 

 Figure S3 displays the Raman spectrum of 2D- CNS base materials (GO and RGO) which were spin 
coated on the Si-substrate. In Figs S3 (a) and (c), clearly shows the characteristic D and G bands centered 
around 1340 and 1580 cm–1. The broad nature of D-band (disorder band) observed for both GO and RGO 
is due to their different functional groups and sp3 hybridization present in these materials. Figures S3 (b) 
and (d) represent individual Raman spectrum of 2D CNS base materials, GO and RGO, respectively, which 
were immobilized with 1 µM of 4-MBA. The results attest GO and RGO both as SERS substrates due to 
the contributions from  CM effect (as in GERS). Clearly, the G- band becomes sharper in nature due to 
the main Raman peak of 4-MBA centered around 1585 cm–1, which is due to the v(CC) ring stretching 
coinciding at the same position.  
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Abstract: The corporate decisions are generally considered to be influencing the share price movements since 

the share price movements are found to be highly sensitive. There is literature support describing the 

association of corporate achievements, decisions, events and financial results with share price movements. Data 

have been collected from Ashok Leyland Ltd. during the period from January 2014 to December 2016. The 

decision study has been conducted based on the data collected. Each of the achievements, decisions, events have 

been analysed very closely and their impact on share price movements have been identified. Both percentage 

analysis and paired t-test have been applied in the methodology.  The random walk of share price movement has 

been observed in spite of active initiatives from the part of Ashok Leyland Ltd. 

----------------------------------------------------------------------------------------------------------------------------- ---------- 
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----------------------------------------------------------------------------------------------------------------------------- ---------- 

This study is a close analytical effort into the corporate decisions of Ashok Leyland Ltd.. Various achievements, 

decisions, events and financial results of Ashok Leyland Ltd. during the period from January 2014 to December 

2016 have been very closely and deeply analysed. The various corporate initiatives have been classified as 

under: 

1. Acquisition/Merger/Collaboration – 01 

2. Financial Results – 02 

3. Certification/Awards/ Achievement– 03 

4. General – 04 

5. Production/Project/New Initiatives -05 

6. Crisis/Disaster – 06 

7. Divestment – 07 

8. Patents -08 

 

It has been observed that there are two classes of such major initiatives by the company and they are 

encoded as 2 and 5 as specified above. The financial results and production/project/new initiatives of Ashok 

Leyland Ltd. during January 2014 to December 2016 have been collected and linked with the share price 

movement of Ashok Leyland Ltd. in the same period. The pre-declaration and post declaration prices of Ashok 

Leyland Ltd. in connection with the declaration of thefinancial results and production /project/ new initiatives 

have been used for identifying the impact. 

 

I. Research Methodology and Design 
Data have been collected from secondary sources alone. The press release, publications and news  paper 

coverage have been the main sources. The collected data are entered in various tables specifying the dates.  

1. The percentage change in the share price in connection with the acquisitions /mergers/collaborations, 

financial results and production/project/new initiatives have been calculated and tabled.  

2. Paired t-test using online graph pad was used to identify the impact of the acquisitions 

/mergers/collaborations, financial results and production/project/new initiatives on share price movement.  

 

II. Data Analysis and Interpretation 
1. Percentage Analysis 

1. 
Date Date: 06th January 2014 

Classification Production/Project/New Initiatives -05 (1) 

Decision Ashok Leyland, the flagship of the Hinduja group, launched the CAPTAIN series of next-

generation heavy commercial vehicles.  

Percentage Change -2.91 

Share Price Movement 18.90 – 18.35, Downward, Negative by Rs..55. 
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2. 
Date Date: 21st January 2014 

Classification Financial Results – 02 (1) 

Decision  Q3 was tough. Ashok Leyland’s performance for the quarter closing at Rs.1,953 crores (Rs. 2,406 crores 

same period last year) with a net loss (PAT) of Rs. 167 crores (PAT Rs. 74 crores, same period last year). 
Slowdown in the Commercial Vehicle business and a YOY drop of 32% in Total Industry Volume (TIV) 

has reflected in the performance of Ashok Leyland also 

Percentage 

Change 

2.37 

Share Price 

Movement 

16.85 – 17.25, Upward, Positive by Rs..4. 

3. 
Date Date:30th January 2014 

Classification Production/Project/New Initiatives -05 (2) 

Decision Ashok Leyland launches state-of-the-art LCVs  

A product of the Nissan-Ashok Leyland joint-venture  

Powered by the advanced, efficient ZD30 Common Rail diesel engine 

Percentage Change .92 

Share Price Movement 16.30 – 16.45, Upward, Positive by Rs..15. 

 

4. 
Date Date: 13th June 2014 

Classification Production/Project/New Initiatives -05 (3) 

Decision Ashok Leyland receives a huge order for 2,200 buses from the Government of Sri Lanka 

Percentage Change -2.96 

Share Price Movement 33.75 – 32.75, Downward, Negative by Rs.1. 

 

5. 
Date Date: 09th July 2014 

Classification Production/Project/New Initiatives -05 (4) 

Decision Ashok Leyland Ltd, flagship of the Hinduja Group, has raised Rs. 667 crores via a Qualified Institutions 

Placement (QIP). 

Percentage Change -7.2 

Share Price Movement 35.20 – 32.65, Downward, Negative by Rs.2.55. 

 

6. 
Date Date: 25th July 2014 

Classification Financial Results – 02 (2) 

Decision The Company registered a 4.8% increase in turnover - Rs. 2,477.80 crores for the quarter ended June 30, 

2014, as against Rs. 2,363.81 crores of the corresponding quarter in 2013. Sale of M&HCV vehicles for the 

quarter stood at 14,949 numbers (14,900). Sale of Light Commercial Vehicles stood at 5,032 nos. (6,824)  

Percentage Change -4.10 

Share Price Movement 34.15 – 32.75, Downward, Negative by Rs.1.4. 

 

7. 
Date Date:09th September 2014 

Classification Production/Project/New Initiatives -05 (5) 

Decision Ashok Leyland has received orders for around 4000 buses from State Transport Undertakings (STUs) worth 
nearly INR 1500 Crores. A total of 22 STUs across the country have placed large orders on the company 

Percentage Change 7.77 

Share Price Movement 38.60 – 41.60, Upward, Positive by Rs.3. 

 

8. 
Date Date:11th September 2014 

Classification Production/Project/New Initiatives -05 (6) 

Decision Ashok Leyland’s Pantnagar manufacturing plant rolls out its 100,000th vehicle 

Percentage Change -.36 

Share Price Movement 41.60 – 41.45, Downward, Negative by Rs..15. 

 

9. 
Date Date: 06th November 2014 

Classification Financial Results – 02 (3) 

Decision Ashok Leyland  recorded a net profit of Rs. 72.73 crores for the first half of FY 2014-15, as against a loss 

of Rs. 166.80 crores for the corresponding period last year. Revenues hiked by 16% and stood at Rs. 
5,695.48 crores, as against Rs. 4913.43 crores for the same period last year. 

Percentage Change 5.13 

Share Price Movement 46.75 – 49.15, Upward, Positive by Rs.2.4. 
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10. 
Date Date: 17th November 2014 

Classification Production/Project/New Initiatives -05 (7) 

Decision Ashok Leyland bags major projects from Africa worth USD 79.2 mn 

Percentage Change -1.28 

Share Price Movement 54.50 -53.80 , Downward, Negative by Rs..7. 

11. 
Date Date: 29th January 2015 

Classification Financial Results – 02 (4) 

Decision Ashok Leyland reports 72 % growth in revenue and substantial improvement in profits. Ashok Leyland 

recorded revenues of Rs. 3361.00 crores, as against Rs. 1953.21 crores for the corresponding period last 
year. Net profit is reported as Rs. 32.09 crores for Q3, as against a net loss of Rs. 167.21 crores for Q3 in 

the previous year year. 

Percentage Change -3.67 

Share Price Movement 68.20 – 65.70, Downward, Negative by Rs.2.5. 

 

12 
Date Date: 12th May 2015 

Classification Financial Results – 02 (5) 

Decision Ashok Leyland FY’15 net profit at Rs.335Cr against Rs.29Cr in FY’14.  Ashok Leyland recorded sales 

revenues of Rs.13562 Crores as against Rs.9943 Crores in the previous fiscal. 

Percentage Change -6.14 

Share Price Movement 74.15 – 69.60, Downward, Negative by Rs.4.55. 

 

13. 
Date Date: 22nd June 2015 

Classification Production/Project/New Initiatives -05 (8) 

Decision Ashok Leyland wins order for buses worth 82 mn USD from Senegal 

Percentage Change 2.29 

Share Price Movement 69.80 – 71.40, Upward, Positive by Rs.1.6. 

 

Company :ASHOK LEYLAND LTD. 500477 

Period: 19-Jun-2015 to 23-Jun-2015 
   

All Prices in  

14. 
Date Date: 12th August 2015 

Classification Financial Results – 02 (6) 

Decision Ashok Leyland reports revenue growth of 55% and EBITDA grows by 287%. EBITDA for Q1 is reported 

as Rs.388.69 crores, against Rs.100.50 Crores same period last year, while Profit Before Tax (PBT) is 

reported to be Rs.234.90 Crores, against a loss of Rs.(70.45) Crores same period last year. 

Percentage Change 1.78 

Share Price Movement 86.90 – 88.45, Upward, Positive by Rs.1.55. 

 

15. 
Date Date: 04th November 2015 

Classification Financial Results – 02 (7) 

Decision Q2 revenue grows 54%, EBITDA up 260% • H1 revenue grows 54%, EBITDA up 298% 

Percentage Change -3.93 

Share Price Movement 90.35 – 86.80, Downward, Negative by Rs.3.55. 

 

16. 
Date Date: 27th November 2015 

Classification Production/Project/New Initiatives -05 (9) 

Decision Ashok Leyland wins contract for 3600 vehicles worth $200Mn from Cote D'Ivoire 

Percentage Change .48 

Share Price Movement 94.05 – 94.50 , Upward, Positive by Rs..45. 

 

17. 
Date Date: 11th February 2016 

Classification Financial Results – 02 (8) 

Decision Ashok Leyland reports revenue growth of 22%, Net Profit growth of 519% in the Q3 

Percentage Change -4.75 

Share Price Movement 87.35 – 83.20, Downward, Negative by Rs.4.15. 

 

 

http://www.bseindia.com/stock-share-price/ashok-leyland-ltd/ashokley/500477/
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18. 
Date Date: 14th June 2016 

Classification Financial Results – 02 (9) 

Decision In the FY 2015 -16, Ashok Leyland standalone annual revenue grows 39% to Rs. 18,822 crores, 

Operating PAT up 3.75 times 

Percentage Change -1.95 

Share Price Movement 105.10 – 103.05, Downward, Negative by Rs.2.05. 

19. 
Date Date: 21st July 2016 

Classification Financial Results – 02 (10) 

Decision In the Q1 FY 2016-17,Ashok Leyland sales is up  by 10%, Net Profit grows by 101% 

Percentage Change 3.53 

Share Price Movement 93.45 -96.75, Upward, Positive by Rs.3.3. 

 

20. 
Date Date: 07th September 2016 

Classification Acquisition/Merger/Collaboration – 01 (1) 

Decision Nissan and Ashok Leyland to embark on new phase in business relationship. Nissan has agreed to sell to 
Ashok Leyland all of Nissan’s shares in three joint venture companies that were formed  in the year 2008. 

These joint ventures are for technology development, and manufacturing of power trains and vehicles 

Percentage Change 2.45 

Share Price Movement 85.75 – 87.85, Upward, Positive by Rs.2.1. 

 

21. 
Date Date: 17th October2016 

Classification Production/Project/New Initiatives -05 (10) 

Decision Ashok Leyland launches ‘Circuit’ Series – first Electric Bus which is made in India 

Percentage Change 3.91 

Share Price Movement 80.65 – 83.80, Upward, Positive by Rs.3.15. 

 

22. 
Date Date: 09th November 2016 

Classification Certification/Awards/ Achievement– 03 (1) 

Decision Ashok Leyland, Pantnagar manufacturing facility won the prestigious 2016 Deming Prize for the successful 

implementation of Total Quality Management 

Percentage Change -2.51 

Share Price Movement 91.75 – 89.45, Downward, Negative by Rs.2.3. 

 

2. Testing of Hypothesis 

1. There is no significant difference between the pre-declaration share price and the post declaration share 

price when the financial results of Ashok Leyland Limited is announced. 

2. There is no significant difference between the pre-declaration share price and the post declaration share 

price when the production/ project/ new Initiatives decisions of Ashok Leyland Limited is announced. 

 

Ashok Leyland (Hinduja Group) 

20 Ashok Leyland 

        
Decisions Pre Post %  C Pre- Mean Post-Mean t value p value Decision 

 
1 85.75 87.85 2.45 

      
2 16.85 17.25 2.37 

      
2 34.15 32.75 -.4.10 

      
2 46.75 49.15 5.13 

      
2 68.2 65.7 -3.67 

      
2 74.15 69.6 -6.14 

      
2 86.9 88.45 1.78 

      
2 90.35 86.8 -3.93 

      
2 87.35 83.2 -4.75 

      
2 105.1 103.05 -1.95 

      
2 93.45 96.75 3.53 70.325 69.27 1.1876  0.2654  Not Significant 

3 91.75 89.45 -2.51 
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5 18.9 18.35 -2.91 

      
5 16.3 16.45 0.92 

      
5 33.75 32.75 -2.96 

      
5 35.2 32.65 -7.2 

      
5 38.6 41.6 7.77 

      
5 41.6 41.45 -0.36 

      
5 54.5 53.8 -1.28 

      
5 69.8 71.4 2.29 

      
5 94.05 94.5 0.48 

      
5 80.65 83.8 3.91 48.335 48.675 0.6003  0.5631  Not Significant 

 

Decision 2 

  Group 
  Pre 

Declaration   

  Post 

Declaration   

Mean 70.325 69.27 

SD 28.7765 28.3292 

SEM 9.0999 8.9585 

N 10       10  

 

Decision 5 

 Group 
  Pre 

Declaration   

  Post 

Declaration   

Mean 48.335 48.675 

SD 25.9292 26.7646 

SEM 8.1995 8.4637 

N 10       10   

 

1. The hypothesis is accepted 

2. The hypothesis is accepted 

 

III. Findings 
1. It has been noted that the financial results of Ashok Lyland Ltd. do not make any impact on the share price 

movements of Ashok Lyland Ltd. 

2. It has been noted that the production/project/new initiatives decisions of Ashok Lyland Ltd. do not make 

any impact on the share price movements of Ashok Lyland Ltd. 

3. There is a random walk in the share price of Ashok Lyland Ltd. 

 

IV. Conclusion 

The random walk theory is found to be very much applicable to the share price movements of Ashok 

Leyland Ltd.. During the years 2014, 2015 and 2016, the researcher has identified 2 categories of decisions of 

Ashok Leyland Ltd. and it has been noted that the share prices of Ashok Leyland Ltd. are not being significantly 

influenced by them. There is a random walk which could be yet again some external sources of power leading 

into this random walk. 
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Effect of Decision Styles on
Consumer Decision Making process
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Abstract
Decision making is the process of choosing the most appropriate
alternative from the available set of atternatives. lndividuals have cer-
tain consistent pattern of decision making known as decision styles.
These styles are cailed directive, anaryticar, conceptuar and
behavioural. selection of a product or service is a typical situation that
involves complex decision making skills. ln this study the effect of
individual's decision style on the consumer,s decision making pro-
cess is explored in detail. The results show that there is no significant
effect for the decision styte on the consumer! purchase process.

Introduction

Decision making is a very pervasive function. ln day-to-day life, human
beings are confronted with frequent situations that warrant decisions. A pur-
chase situation is a typical condition that requires a proper decision from the
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,fliilffiirflilro$i r g Pa tte rn s

--":': :': r\,/o imporlant purchasing patterns.They are (1)the extent to
n#illlrllri:: .:: - r.- -.'s exhibit repeat purchasing pattern, known as brand loyalty and (2)

u'1111ilrl,", llT:.-- ': ,.'- ch the purchases are unplanned, known as impulse purchasing.

ilmn@ -:'yatty and lmpulse Purchasing

: '. - : cyalty is the consumer's consistent preference and/or purchase
rl' ** .:*= :rand in a specified product or service category. lt consists of both
ilm*":::i :-: actual behaviours toward a brand. Unplanned buying or impulse
,]xe'::-; j -; s another consumer purchasing pattern. As the word suggests, the
.'rjr,r*'rr-Li;i '\as not specifically planned (Stern, 1962).

*um turchase Behaviour

l: rsurner decisions do not end with the act of purchase but continue as
'*'.* ::-i-mer uses the product and assesses his or her purchase decision and
+,,;,'"--:-:e with the item and carryout related purchases. After making a deci-
ir,- :: :,urchase a product, there is some additional behaviour associated with
'*:- ::. sion. Two important decisions are on the installation and use of the
r'"r,r-li and decisions on products or services related to the item purchased.

n'rs't Furchase Evaluation

After making a purchase, the consumer engages in an evaluation of the
:-':^ase decision. He/she evaluates the decision in the post purchase stage.
-- : slage serves to broaden the set of experiences stored in consumer's memory
, : - 3 with an evaluation on how well he is performing as a consumer in select-
- : Droducts, stores etc. The feedback that the consumer gets from this evalua-

* : - s used for making adjustments in future buying strategies.

!onsumer Satisfaction / Dissatisfaction

An important element in the evaluation stage is the satisfaction derived
:. the consumer from the buying process. Satisfaction refers to the buyer's im-
:'ession that he/she is adequately rewarded in a purchase situation forthe sac-
'ices made. Satisfaction is a result of matching the actual product/brand perfor-
-lance with the expected performance or reward from the brand in terms of its
: nticipated potential to satisfy the consumer's motives (Howard and Sheth, 1 969).
Cnce consumers purchase and use a product, they may become either satisfied,
Cissatisfied or neuteal. Research has revealed that several determinants includ-
ing demographic variables, personality variables, expectations etc. influence
satisfaction (Linda, 1979).
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Objectives of the Study

The objectives of the study are as follows:

1) To understand the decision styles of young consumers.

2) To understand the relationship between the decision styles of a

consumer and his/her approaches in various stages of purchase

decision.

Methodology

This study is designed as a descriptive one based on primary data col-

lected using a questionnaire designed for the purpose. The questionnaire has

two parts: i) The Decision Style lnventory, and ii) Consumer Choice Scale.

Decision Style lnventory

The Decision Style lnventory (DSl) was developed by Rowe and Mason to
measure the decision style of individuals. The DSl is composed of h^/enty ques-

tions regarding decision-making preferences. Each question has four response

options corresponding to each of the decision styles. lndividuals are asked to
rate each of the four options (behavioral responses) in terms of the likelihood of
its use. lndividual scores for each decision-making style are computed by sum-

ming the scores for the options corresponding to that style (8=most preferred

option; 4=option considered often, 2=option considered on occasion, 1=least
preferred option).Thus, the raw scores for each dimension - Directivg Analytical,

Conceptual, and Behavioral - range from 20 to 160. However, while the instru-
ment is a forced choice instrument, individuals can employ more than one domi-
nant style.

Consumer Choice Scale

A scale is developed by the researcher to evaluate the various aspects of
the consumer decision making process. The scale contained 63 items on a five-
point Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree) which
in turn measures 15 latent variables associated with consumer decision making.

The reliability of the scale was calculated using Cronbach's alpha and it was

found satisfactory (0.812). The reliability coefficients of all subscales were above

0.6.

Sample Design

110 undergraduate business management students belonging to
Kasargod District were selected as the sample for the study using judgment
sampling method. The following table shows the classification of the sample on
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of gender, and socio-economic class. The latest Socio Economic Classi-

SEt) has 12 grades arranged in 5 classes. under the classes A and E, there

gftdes each as A1, A2,A3 and E1,E2, E3 respectively. ln all other cla5ses

two grades each. (81, 82,C1,C2,D1, and D2).

Table 1 : Profile of the SamPle

Frequency Percent

Gender

Male 48 43.6

Female 62 56.4

Total 110 100.0

Socio Economic

Class (SEC)

A 54 49.O9

B 30 27.27

c 16 14.55

D 7 6.36

E 3 2.73

lotal 110 100.0

-s aspects of
ns on a five-
rgree) which
sron making.
; and it was
were above

Source : Primary dato

- 1 potheses

Eight hypotheses were formulated for the study. They are given below.

There is no association between gender and decision style.

- - There is no significant difference in need recognition approache among

consumers having different decision styles.

- 3: There is no significant difference in information search of consumers with

different decision styles
: onging to
g judgment
e sample on T. The motivations of consumers with different decision styles are the same.

n styles c'.
cf purchas=

rry data coF
[onnaire has
Scale.

nd Mason to
[rcnty ques-
rur response
are asked to
likelihood of
fied by sum-
rt preferred
sbn, 1=least
e, Analytical,
h the instru-
n one domi-

Ltniversity of Calicut DCMS Journal of Management
sity of Calicut



.,:, 9.N0, 1-2oJaruar' le:r
man- age

Theintensityofevaluationofalternativesofconsumerswithdifferent
decision stYles is the same'

H6: There is no significant difference in the product choice strategies of

consumers with different decision styles'

H7:Thereisnosignificantdifferenceinimpulsepurchaseorientationof
consumers with different decision styles'

H8:Thereisnosignificantdifferenceinpostpurchasesatisfactionof
consumers with different decision styles'

Tools of AnalYsis

Variousmathematicalandstatisticaltoolssuchaspercentage,mean,
Chi-square test, anJ ANOVA are used for the analysis of data'

rhe most pervasive decision stvle amons :!:-f,t1l1l"iTijll;? 3i,i
cent) is LHJ;ll5 stvre which renects " n!"np-3'lllt-1li?l;,^l?511;f:lYi:
::::J ffi i: Hffi;'i. ^li 

i i p" 
"1 " 11 ?1 9,': * : :' l,l",YX i * *:.1i'

ffiH'I,i:ffi ;l}:ffi ffi i4;'ir:--'l1l1:1"'::^:*,:';':"if S,i:,',":";;:*:
$f:ilL"t'il"t':'**Jl' ii;;fT"-igents 

who have a combination ortwo

;&i;;;t.:"xcluded from further analvsis'

Variables

Table .

variah

rVol.goNo. 1'2o - December 2014 o ISSN 2231 '3050

\;

-:ble 4

Table 2 : Decision styles of the respondents

Directive

ConcePtual

Behavioural

Analytic ConcePtual

Wlournolof Management
ffiersity o|callcut

Source: Primary data
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choice strategies of

c^ase orientation of

^ ase satisfaction of
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la-

l

lGnts

s:ondents (47.3 per-
ion, Conceptual style

'c lowed by the ana-

'eierred (5.5 percent)
a combination of two

Table 3 : Mean scores of respondents for
variables related with consumer choice

ridaction. Females have a higher proclivity in the areas of intrinsic need recog-

:-, external information search.

: 'g of Hypothesis 1

Table 4 : Cross Tabulation of Gender and Decision Style

Gender
Decision Style of the Person

Total
Directive Analytical Conceptual Behavioura

\lale Count 4 10 11 21 46

:emale ount 2 12 15 31 60

-otal ount 6 22 26 52 106

..: -"-::Primary data

The table shows that males have higher mean scores in the areas like

s -- -s!c need recognition, extensive information search, intensity of evaluation

:- . :ernative brands, the utilitarian motivation of shopping and post purchase

Percent

Variables
Male Female Combined

Mean S.D. Mean S.D. Mean S.D.

"" -; c Need 3.64 0.72 3.93 o.7"1 3.78 0.72

: ' -sic Need 3.13 0.88 2.98 0.84 3.05 0.86

3.74 0.80 3.,41 0.78 3.s8 0.79

--t lnformation Search 3.32 0.84 3.33 0.88 3.32 0.86

^al lnformation Search 3.11 0.89 3.39 0.79 3.25 0.84

: -; $ of Evaluation 3.25 1.08 3.06 0.99 3.16 1.03

:: by Processing Brands 3.07 0.96 3.25 0.82 3.16 0.89

3.49 0.83 3.66 0.63 3.58 0.73

*.: : ric Motivation 2.99 1.02 3.34 0.91 3.17 0.96

::rian Motivation 3.35 1.03 3.07 0.96 3.21 1.00

:,: rurchase Satisfaction 3.28 0.91 2.75 0.85 3.01 0.88

-: - sive Purchase 2.87 0.85 3.13 0.69 3.00 0.77

University of Calicut ' -, ersity of Calicut D CMS J ournal of M anag ement
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The chi-square test of independence was applied and the result is given be :,n,

Table 5 : Chi-SquareTests

Value df Asymp. Sig.
(2-sided)

Pearson Chi-Square "t.57 3 .667

The Pearson chi-square value is 1.57 with 3 degrees of freedom anc
values is 0.667 > 0.05 which is not significant. So the hypothesis that there is -r

association between gender and decision style is accepted.

Table 6 : Cross tabulation of Decision Styles
and Consumer Choice Variables

Analysis of variance was performed to see whether any significan
difference exist between different decision styles in relation to various consume
choice variables. The results are summarized in the table below.

Table 7 : Tesl

Variables
l-r- ^- - \ -Lll :, \=:

-..-- -- - \ -

tnterna,i::
txtera3:::

Testing dt
Analysis of vai

red recognition is nd
ddecision styles on el
8,J04, p > 0.05.Therefr
med recoEnition of o
ffirg of Hypotfied

Statistical test I

arensive search of irtr
fue the hypothesis th
d consumers with ff
tsting of Hypotlte{

Analysis of vari
llredonic purchase rnd
tsrlythe effect of deciC

irg is also not significa
fie buying motives in
rme is accepted.

lxte's

ntens:

Consumer choice variables
Decision Style of the Person

Totat
Total Directive Analytical Conceptual

lntrinsic Need Recognition 3.21 4.O1 3.88 3.74 3.80

Extrinsic Need Recognition 3.08 2.92 3.05 3.09 3"04

Extensive lnformation Search 3.54 3.60 3.s2 3.55 3.55

lnternal Search 3.08 3.36 3.36 3.32 3.32

External Search 3.33 2.91 3.39 3.35 3.27

lntensity of Evaluation 3.29 3.42 3.05 3.06 3.14

Choice by brand processing 2.46 3.41 3.16 3.16 3.17

Choice by attributes 3.54 3.50 3.53 3.66 3.59

Hedonic Motivation 3.33 3.09 3.3s 3.13 3.19

Utilitarian Motivation 2.89 3.35 3.06 3.22 3.19

Post purchase satisfaction 2.13 3.34 3.08 2.87 2.98

lmpulsive purchase 2.92 3.02 3.O4 3.02 3.02

Choice

Utilita'

Post p,

lmpuls
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Table 7 statistic and significance value of ANOVA

Variables F sig.

lntrinsic Need Recognition 2.269 .085

Extrinsic Need Recognition .204 .893

Extensive lnformation Search .042 .988

lnternal Search 182 .908

External Search 1.746 162

lntensity of Evaluation .763 .517

Choice by brand Processing 1.891 .136

Choice by attributes .33s .800

Hedonic Motivation .396 .756

Utilitarian Motivation .520 .669

Post purchase satisfaction 3.460 .019

lmpulsive purchase .040 .989

Testing of HYPothesis 2

Analysis of variance shows that the effect of decision styles on intrinsic

- =:d recognition is not significant, F (3'1 02) = 2'269' p < 0'05' Similarly the effect

:' :ecision styles on extrinsic need recognition is also not significant, F (3,102) =

: ::,4, p > 0.05. Therefore the hypothesis that there is no significant difference in

- 
=:d recognition of consumers with different decision styles is accepted'

-esting of Hypothesis 3

Statistical test using ANOVA shows that the effect of decision styles on

:,:ensive search of information is not significant, F (3,102) =0.42, p > 0'05'There-
':'e the hypothesis that there is no significant difference in information search

:' consumers with different dceisi*n styles is accepted.

-esting of HyPothesis 4

Analysis of variance shows that the effect of decision styles on consumer's

-:donic prr.hur" motivation is not significant, F (3,102) = 0'396, p > 0'05' Simi-

:'ly the effect of decision styles on consumer's utilitarian motivation of purchas-

- g is also not significant, F (3,1 02) = g'52, p > 0'05' Therefore the hypothesis that

:.L buylng motives among the consumers with different decision styles are the

,:.ne is accepted.

" 
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Testing of HyPothesis 5

Statistical test using ANOVA shows that the intensity of evaluation :"

alternatives among consumers with different decision styles is the same' T-*

test statistic F (3,1 02) = 0.42, p > 0'05, shows that the difference mean scores :

not significant" Therefore the hypothesis that the intensity of evaluation of alte'-

natives among consumers with different decision styles is the same is accepte:

Testing of HYPothesis 6

consumers are said to follow the strategies of processing by brands an:

processing by attributes in selecting a particular alternative. The application c'

ANOVA ,tio*, that the difference among the consumers with different decisio.

styles in the strategy of choice by processing brands is not significant, F (3,102) =

t "it9, p > 0.05. Similarly the difference among the consumers with different dec -

sion styles in the straiegy of choice by processing attributes is also not signif -

cant, F (3,10 2') = 0,34, p! O.OS. Therefore the hypothesis that there is rro signifl-

cant difference in the product choice strategy adopted by the consumers witl'

different decision styles is the same is accepted'

Testing of HyPothesis 7

Analysis of variance shows that the effect of decision styles on irnpulse

purchase orientation is not significant, F (3,102) = 0'40, p > 0'05'Therefpre the

irypothesis that there is no significant difference in impulse purchase orienta-

tion of consumers with different decision styles is accepted.

Testing of Hypothesis 8

Analysis of variance shows that the difference in post purchase satisfac-

tion of consumers with different decision styles is significant, F (3,102) = 0'3.46, P

< 0.05. Therefore the hypothesis that there is no significant difference in post

purchase satisfaction oi.onrurn"rs with different decision styles is rejected'

Summary and Conclusion

The decision styles of individuals are categorized as directive, analytic,

conceptual and behavioural. Each style is characterized by unique orientations

ancl approaches. ln a business perspective, every individual is a consumer in

some or other way; and each one has to take various decisions as part of his/her

role as a consumer. The effect of decision styles on various aspects of consumer

decision making process is analysed in this research. lt is found that there is no

association between gender and decision style. Further application of statistical

test have confirmed that there is no effect of decision styles on the consumer

decision areas such as need recognition, level and sources of information search,

ald Undil tr
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--:rase motives, intensity of evaluation of alternatives, product choice strate-

E: 3dopted by consumers and orientation for impulsive purchase. But the study

,, =: s thdt there is difference in post purchase satisfaction among the consum-

*-, -aving different decision styles.

The above finding is contrary to the general perception that decision
* : has an effect in the consumer's decision making process. The contradictory

: rg in this study may be due to the problem of the sannple chosen for the

: , The sample size was only 106 and it was a homoEenous group of students- - :; The sample size was only 1 06 and it was a homoEenous group ot stuoents

:e :rging to the age group of eighteen to twenty one.This rnight have reflected

- :^e findings of the study. Therefore the researchers suEgest further explora-
-:-sinthisregard.
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Abstract 

 

The Small and Medium Enterprises (SMEs) play a vital role in triggering economic 

growth and equitable development, particularly in developing countries like India. 

Though their significant economic contribution of SMEs is well understood, their 

responsible business practices have not been extensively studied for any meaningful 

interpretation. Individually each of these SMEs may not have a significant influence like 

large corporate whose cumulative social and environmental impacts are significant. 

Many company’s Sustainability initiatives, particularly CSR are disparate and 

uncoordinated, run by a variety of managers without the active engagement of the CEO. 

Such firms cannot maximise their positive impact on the economic, social and 

environmental systems in which they operate. The main question is how the SMEs are 

socially, economically and environmentally responsible to their stakeholders and external 

constituents and how they perceive and act on their other normative responsibilities.  

How SMEs are responsible to their external stakeholders including their cultural, social 

or governmental relationships in ways that coincide or conflict with their obligations to 

the other primary stakeholders, eg. their employees, owners, customers, and suppliers. 

There is an urgent need therefore to understand the responsible business practices 

adopted by the SMEs. Much of the Anecdotal evidence on SMEs in the world over 

appears to suggest that the ethical orientation of the SMEs is a product of the ethical 

orientation of its owner. What they do is what they believe. Therefore this paper attempts 

to examine the perception of Sustainability Practices on SMEs by analysing the ethical 

and CSR orientation of their managers. 

 

Keywords: Sustainability Practices, SMEs, South India  
 

1. Introduction 

 

Small and Medium enterprises have been playing an important role in the overall economic 

development of a country like India, where millions of people are unemployed or 

underemployed. As per a recent survey SSI Sector comprises of 95% of the total industrial units 

in the country. In India Small and Medium industries occupy 12.3 million units, contribute to 40 

percent of industrial production and 35% of their exports.(Facts for you Pge.24). In countries like 

India where the disparity levels in income are quite stark and the industrial growth has not been 

widespread and uniform, the role of the SMEs in creating employment is quite significant. They 

also provide lively hood opportunities through simple, value – adding processing activities in 
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agriculture based economics, nurture entrepreneurship and economic systems, through linkages 

with the large enterprises. (Vasanthy  IIMB 2010).  Many large scale organizations depend on the 

SMEs for the supporting spare parts and raw materials   

 

While their economic contribution is well understood with their supporting available data, their 

responsible business practices have not been extensively studied. Within the business ethics field, 

the presumption of the unit of analysis as a large firm has always been the norm. Unfortunately, 

there is much less to report in terms of research on CSR or Sustainability practices on Small and 

Medium sized enterprises. SMEs are facing many ethical challenges that seriously compromise 

the contributions they could make to the long term economic well being of their communities. 

Ethics is always concerned with the good, the self and the other (Rossouw, 2002).SMEs emerge 

as a response to personal or community need in the absence of other opportunities of formal 

employment, or other access to goods and services. (Mollie painter).  

 

2. SMEs vs large Corporations 

 

There is a growing consensus that SMEs demonstrate distinctive characteristics which make them 

different from large organizations According to Wynarczyk etl(1993) there are three ways in 

which small firms differ characteristically from large firms :- they are in terms of uncertainty and 

vulnerability, active engagement in innovation, and in terms of evolution and change. Compared 

to large corporations SMEs are :- 

- Independent and owner managed 

- Stretched by a broad range of tasks 

- Limited cash flow 

- Facing persistent survival challenges 

- Built on personal relationships 

- Mistrustful of bureaucracy and controlled by informal mechanisms 

 

SMEs have to juggle the normative concerns that are part of their every day practices much more 

carefully, and without the necessary institutional support and resources to which larger 

companies have access.  Therefore the content, nature and extent of their participation in SR 

practices and ethics is likely to be different. (Jenkins, 2006).  

3. Definition of SMEs 

SMEs are defined in different ways in different parts of the world. Some define them in terms of 

assets, while others use employment, shareholder funds or sales as criteria. Some others use a 

combination of revenue and employment as a hybrid criterion. In India, it is defined in terms of 

investment in plant and machinery. The MSME act of 2006 defines them as  

- Enterprises engaged in the production/manufacturing of goods for any industry 

- Enterprises engaged in rendering/providing services 

Enterprises in the manufacturing sector are defined in terms of investment in plant and machinery 

(excluding land and buildings) and further classified into  

 Small enterprise – investment up to Rs. 2.5 million and Rs. 50 million 



Siji Cyriac and T Asokan, The Macrotheme Review 5(1), Spring 2016 

 

177 
 

 Medium enterprises – investment between Rs. 50 million and Rs. 100 million.  

Service Enterprises : defined in terms of their investment in equipment and further classified into  

 Small enterprises – Investment above Rs. 1 million and up to Rs 20 million 

Medium enterprises – Investment above Rs 20 million and up to Rs. 50 million 

The clarity in definitions help in clearly charting various focused programmes and policy 

interventions for the various categories of firms.  

4. The Concept of Sustainability 

According to Global Reporting Initiative (GRI) the goal of sustainable development is to ‘meet 

the needs of the present without compromising the ability of future generations to meet their own 

needs’. The Key indicators of sustainability are Economic Performance, Social performance and 

Environmental Performance. It is also knows what is being with regard to the three Ps ie, People, 

Profit and Planet. Another term generally used is triple bottom line performance.  

The economic dimension of sustainability concerns the organization’s impacts on the economic 

conditions of its stakeholders and on economic systems at local and national level. Financial 

performance is fundamental to understanding an organization and its own sustainability. The 

Environmental dimension of sustainability concerns organizations’ impacts on living and non 

living natural systems, including ecosystems, land, air, and water. Society performance focuses 

attention on the impacts organizations have on the local communities in which they operate. It is 

the risks associated with bribery and corruption, undue influence in public policy – making etc. 

Large scale firms are guided by GRI to publish annual sustainability reports based on the triple 

bottom line parameters. Several studies have been done to analyse the quality of the sustainability 

reports published by them. The GRI now has come out with certain guidelines for the SMEs to 

follow certain codes of conduct using the GRI G4 guidelines and make a report on the 

sustainability practices. 

5. Sustainability Practices and Ethics in India 

There is a clear documentation of sustainability practices in large organizations in India. (Mitra, 

2007, Sood & Arora, 2006).  In recent years, CSR in SMEs in India has been gaining increased 

attention from practitioners, NGOs and international agencies, but not significantly scholars. In a 

recent study conducted on CSR practices it was found that while large multinationals had 

formulated a CSR policy, which they make it public, CSR is not at all institutionalised in SMEs. 

The reason for the lack of institutionalisation of CSR include limited resources to CSR, lack of 

pressure from the customer and inability of see any direct benefit in doing CSR.  

Much of the documented evidence suggest that the ethical orientation of SMEs is a product of the 

ethical orientation of its owner. And therefore we can conclude that the owners/managers in 

SMEs determine the ethical orientation of the firm.   

There are a few studies examining the value orientation and ethical dimensions of Indian 

managers in large corporations. Chavan & Lamba, 2007 examined the cultural influences on the 
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judgement of Australian, Malasian and Indian SME managers to whistle bowling as an internal 

control mechanism.  

In another study done conducted in the Pune Industrial belt in Western India, it was found that 

compliance to the Government laws was seen as being socially responsible. Many SME owners 

were of the opinion that philanthropy and CSR are one and the same. Ravenkar, 2004 said that 

many of the SMEs are at a stage where they are struggling to establish themselves and do not 

have the manpower or resources to address these issues. In a comparative study undertaken on 

constraints and contingencies of small businesses in Bangladesh and India, the authors found that 

many SMEs had similar constraints and contingencies across countries and bribery related 

variables tended to be fairly similar (Amin & Bannerjie, 2007).  

Tarun Kumar, 2004 conducted a survey in an Industrial cluster in northern India, and he found 

that since most SMEs were led by owners, the value system and philosophy of the owner played 

a significant role in determining the CSR practices undertaken. Many of the SMEs were unable to 

see any clear benefits by following or practicing CSR. Very few companies had social reports, 

codes of conduct or stated ethical practices. But the study explores that many of the SMEs are 

involved in some kind of developmental activities. Many CEOs of these SMEs were members of 

Rotary or Lions Clubs and supported various developmental activities initiated by these clubs.  

In a study conducted by the UNIDO (2008) on CSR perceptions and activities in SMEs in five 

industrial clusters in India, it was found that regardless of the geographical region they hailed 

from, SMEs tended to behave similarly towards CSR. Many of them considered ‘taking care of 

their employees internally’ and ‘being involved in community welfare’ as their CSR 

responsibility. Vasanthy Srieenivas IIMB, says that ‘the influence of the personal values of the 

entrepreneurs in determining the choice of CSR activities found support’. When markets and 

large businesses put pressure of the SMEs, they are forced to follow certain CSR practices such 

as worker education, health and safety compliance which are undertaken in the normal course of 

business. 

The role of cluster wise sustainability practices assumes relevance now. The leather cluster for 

example is plagued by pollution. The operations in leather tanning – washing, stripping, 

bleaching, chrome tanning and basification – involve the use of very toxic chemicals and its 

effluents tend to pollute ground water. The adoption of common effluent treatment plants and 

eco-friendly technologies has not become very widespread due to the lack of awareness among 

small firms and also partly due to lack of enforcement of environmental laws among small 

players (EXIM, 2000). 

6. Why SMEs? 

The Small and Medium Enterprises significantly contribute to India’s economic growth. These 

serve independently and as ancillary to a large firms and help generate employment and 

industrialise the rural and backward regions of India. They employee nearly 40% of India’s work 

force and contribute around 45% of India’s manufacturing output.  

 

The field of Business ethics and sustainability is usually centred around large, specially 

multinational corporations (MNCs) as the primary unit of analysis. Some of the aspects are 

transferable to SMEs also. Still, these small companies have their own frames of reference. They 



Siji Cyriac and T Asokan, The Macrotheme Review 5(1), Spring 2016 

 

179 
 

are almost always close to the communities they operate. They are usually local, not global 

companies. They are family-owned or owned by a small group of investors or entrepreneurs 

rather than by anonymous shareholders. So the internal and external stakeholder relationships 

have to be redefined for SMEs. 

 

The business activities of SMEs are performed in proximity to the locals. This enables them to be 

aware of local needs, manage expectations and develop sustainability programmes appropriately. 

Now that the CSR clause in the Companies Act, 2013 covers companies that have a net profit of 

five crore INR and above, it is expected that while micro enterprises will not qualify, many small 

and medium enterprises (SMEs) will. 

 

The sustainability practices of these enterprises are driven by the personal interests of promoters 

who hold a significant financial stake in the business. They tend to be in clusters and engaged in 

similar business activities. While the quantum of revenue available for CSR with individual 

SMEs is expected to be small, all eligible companies in a specific geographical cluster, who 

single handed as well as collectively impact the same community, can pool their resource to 

create a sizeable CSR fund.  

 

7. Methodology. 

A questionnaire was developed including the motives and business benefits arising out of 

sustainability practices based on academic literature and business benefits on the activities that 

were pursued as CSR. It was distributed to organizations in Kerala and Tamil Nadu, tow south 

Indian states and some telephonic interviews also were carried out. The information is collected 

using both primary and secondary data.  

Kerala is a small state in the southern most part of India which accounts for only 1.2 percentage 

of the total geographic area in India. Kerala claims 10.5% of the SME units in the country. Tamil 

Nadu also is situated in the southernmost past of the country and accounts for a large area and it 

accommodates large portion of the industrial units in the country.    

8. Results 

The respondents were asked to identify 3 most important motives for implementing sustainability 

practices and the benefits they perceive as a result of implanting sustainability practices. These 

motives were to be identified without ranking them. 90% of the said that CSR has a positive 

impact. 78% of them agreed that it has a long term sustainability impact. Many of them (50%) 

agreed that enhancing community trust and support is a major motive in implementing 

Sustainability practices. 
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Important motives for Implementing Sustainability Practices 

No Motives Frequency Percentage 

1. CSR has a positive impact 98 90.50 

2 Long term sustainability 78 65 

3 Enhance community trust & support 50 41.67 

4 It is only a survival morality 48 40 

5 It is only honesty and straight dealing 45 37.5 

6 Retaining employees 45 37.5 

7 Competitors are doing this 24 20 

8 Favourable media coverage 24 20 

9 Altruism 23 19.16 

10 Avoid regulation 20 16.6 

11 Company tradition 15 12.5 

12 Buyer expectation 10 08.33 

13 Increase profits 7 05.88 

 

9. Analysis 

When asked about the impact of SMEs in society all respondents’ answers focused on the 

positive impact, predominantly in job creation. SMEs play a role in meeting the needs of their 

country, community, and closer circle of family and dependents.  

SMEs emerge as a response to personal or community need in the absence of other opportunities 

of formal employment, or other access to goods and services. Sustainability could be positioned 

at the very heart of SME activity. Sustainability concerns go far beyond the sustainability rhetoric 

employed by some larger corporations in the first world.  

Some SMEs are involved in activities that play an important role in supporting their immediate 

communities. This ranges from supporting schools and the aged, or even providing community 

infrastructure such as water wells. These activities are mostly undertaken by individual 

businesses (un-coordinated) and are not as ‘hyped’ as corporate CSR projects.   

The dark side of the responsiveness to need is the fact that many SMEs might be operating as 

‘survival morality’, which by definition is concerned with ‘bread first, morals later’. The 

argument is that ethics will be compromised if there is any business advantage to be had. 

Business pressure, and sometimes pressure from an unethical environment, leads companies to 

‘cut corners’, reduce product quality, and over-promise or over-commit, which eventually 

impacts negatively on the sustainability of these operations. 

Regarding the understanding of the notion of ‘ethics in SMEs’, the theme that emerged most 

strongly related to ‘honesty’, straight dealing’ and ‘not cheating’. Another prominent theme 

referred to governance issues such as proper accounting, auditing and honest taxpaying. Another 

issue was labour issues which reflects on ‘how they treat their staff’ 

On important ethical problems or issues for SMEs - responses were related to administrative 

dishonesty and labour issues. The issues which are highlighted in administrative dishonesty are 
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corruption, tax avoidance, misrepresentation in audits, and ignoring licensing procedures. These 

issues relate to relationship with Government institutions. The labour issues are centred on fair 

wages and the treatment of the staff. It includes disrespect for the staff as well as poor working 

conditions.  Other issues are employing under aged workers, not allowing freedom of 

associations, not providing proper benefits or job security and indulging in tribalism. The third 

ethical concern relate to the quality of goods and services. These include over pricing, 

misrepresentation in terms of product quality, and selling pirated goods.  

When enquired about the factors that make ethics difficult, it was found that unethical behaviour 

is very often is a reaction to an environment in which unethical business practices are 

widespread. The existence of systemic corruption in the broader environment in which SMEs 

operate was consistently highlighted as one of the most serious challenges they face. Of these, the 

most serious factor was corruption in interactions with the government as they have to constantly 

interact with the government as they have little or no bargaining power.  

Competing with unethical competitors is another concern. There is a shortage of positive stories 

and role-models. Lack of quality controls, delays, and inconsistency in pricing are inevitable 

side-effects of SMEs emerging in such an environment.  

Respondents in the study indicate that many of the ethical problems have a direct impact on the 

sustainability of businesses. According to them the following factors hinder long term business 

relationships – poor quality products, short term thinking, lack of business experience or 

management skills, and inconsistent delivery from suppliers. On the other hand, honesty, 

reliability and professionalism amongst small business owners were  identified as factors that 

facilitate long term business relationships.   

The factors identified as central in establishing a culture of ethics include: encouraging 

competition, developing strong reputations and nurturing long term relationships with clients, 

encouraging freedom of association of employees, and less political 

10. Findings and Conclusions 

Since SMEs contribute significantly to the economy and are geographically widely spread in a 

country like India, their adoption of Sustainability and ethical practices is crucial for a balanced 

development.  The present clearly identifies the fact that there are many differences among the 

sustainability practices of SMEs and large scale organizations. While large scale organization or 

companies with more than 5 crore profit for a period of three consecutive years, have to set apart 

2% of their profit for CSR activities. Therefore SMEs’ understanding of sustainability practices 

depends on how they view their purpose, what their specific needs are, and what they can afford.  
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Abstract
The Small and Medium Enterprises (SMEs) play a vital role in triggering economic growth and equitable development,
particularly in developing countries like India. Though their significant economic contribution of SMEs is well understood,
their responsible business practices have not been extensively studied for any meaningful interpretation. Individually each of
these SMEs may not have a significant influence like large corporates whose cumulative social and environmental impacts
are significant. Many company’s Sustainability initiatives, particularly CSR are disparate and uncoordinated, run by a
variety of managers without the active engagement of the CEO. Such firms cannot maximise their positive impact on the
economic, social and environmental systems in which they operate. The main question is how the SMEs are socially,
economically and environmentally responsible to their stakeholders and external constituents and how they perceive and act
on their other normative responsibilities.  How SMEs are responsible to their external stakeholders including their cultural,
social or governmental relationships in ways that coincide or conflict with their obligations to the other primary
stakeholders, eg. their employees, owners, customers, and suppliers. There is an urgent need therefore to understand the
responsible business practices adopted by the SMEs. Much of the Anecdotal evidence on SMEs in the world over appears to
suggest that the ethical orientation of the SMEs is a product of the ethical orientation of its owner. What they do is what they
believe. Therefore this paper attempts to examine the perception of Sustainability Practices on SMEs by analysing the
motives of implementing ethical and CSR practices by practicing SME managers.

Introduction
Small and Medium enterprises have been playing an important role in the overall economic development of a country like
India, where millions of people are unemployed or underemployed. As per a recent survey SSI Sector comprises of 95% of
the total industrial units in the country. In India Small and Medium industries occupy 12.3 million units, contribute to 40
percent of industrial production and 35% of their exports.(Facts for you Pge.24). In countries like India where the disparity
levels in income are quite stark and the industrial growth has not been widespread and uniform, the role of the SMEs in
creating employment is quite significant. They also provide lively hood opportunities through simple, value – adding
processing activities in agriculture based economics, nurture entrepreneurship and economic systems, through linkages with
the large enterprises. (Vasanthy  IIMB 2010).  Many large scale organizations depend on the SMEs for the supporting spare
parts and raw materials

While their economic contribution is well understood with their supporting available data, their responsible business practices
have not been extensively studied. Within the business ethics field, the presumption of the unit of analysis as a large firm has
always been the norm. Unfortunately, there is much less to report in terms of research on CSR or Sustainability practices on
Small and Medium sized enterprises. SMEs are facing many ethical challenges that seriously compromise the contributions
they could make to the long term economic well being of their communities. Ethics is always concerned with the good, the
self and the other (Rossouw, 2002).SMEs emerge as a response to personal or community need in the absence of other
opportunities of formal employment, or other access to goods and services. (Mollie painter).

SMEs vs large Corporations
There is a growing consensus that SMEs demonstrate distinctive characteristics which make them different from large
organizations According to Wynarczyk etl(1993) there are three ways in which small firms differ characteristically from
large firms :- they are in terms of uncertainty and vulnerability, active engagement in innovation, and in terms of evolution
and change. Compared to large corporations SMEs are :-

- Independent and owner managed
- Stretched by a broad range of tasks
- Limited cash flow
- Facing persistent survival challenges
- Built on personal relationships
- Mistrustful of bureaucracy and controlled by informal mechanisms
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SMEs have to juggle the normative concerns that are part of their every day practices much more carefully, and without the
necessary institutional support and resources to which larger companies have access.  Therefore the content, nature and extent
of their participation in SR practices and ethics is likely to be different. (Jenkins, 2006).

Definition of SMEs
SMEs are defined in different ways in different parts of the world. Some define them in terms of assets, while others use
employment, shareholder funds or sales as criteria. Some others use a combination of revenue and employment as a hybrid
criterion. In India, it is defined in terms of investment in plant and machinery. The MSME act of 2006 defines them as

- Enterprises engaged in the production/manufacturing of goods for any industry
- Enterprises engaged in rendering/providing services

Enterprises in the manufacturing sector are defined in terms of investment in plant and machinery (excluding land and
buildings) and further classified into

Small enterprise – investment up to Rs. 2.5 million and Rs. 50 million
Medium enterprises – investment between Rs. 50 million and Rs. 100 million.

Service Enterprises : defined in terms of their investment in equipment and further classified into
Small enterprises – Investment above Rs. 1 million and up to Rs 20 million
Medium enterprises – Investment above Rs 20 million and up to Rs. 50 million

The clarity in definitions help in clearly charting various focused programmes and policy interventions for the various
categories of firms.

The Concept of Sustainability
According to Global Reporting Initiative (GRI) the goal of sustainable development is to ‘meet the needs of the present
without compromising the ability of future generations to meet their own needs’. The Key indicators of sustainability are
Economic Performance, Social performance and Environmental Performance. It is also knows what is being with regard to
the three Ps ie, People, Profit and Planet. Another term generally used is triple bottom line performance.

The economic dimension of sustainability concerns the organization’s impacts on the economic conditions of its stakeholders
and on economic systems at local and national level. Financial performance is fundamental to understanding an organization
and its own sustainability. The Environmental dimension of sustainability concerns organizations’ impacts on living and non
living natural systems, including ecosystems, land, air, and water. Society performance focuses attention on the impacts
organizations have on the local communities in which they operate. It is the risks associated with bribery and corruption,
undue influence in public policy – making etc.

Large scale firms are guided by GRI to publish annual sustainability reports based on the triple bottom line parameters.
Several studies have been done to analyse the quality of the sustainability reports published by them. The GRI now has come
out with certain guidelines for the SMEs to follow certain codes of conduct using the GRI G4 guidelines and make a report
on the sustainability practices.

Sustainability Practices and Ethics in India
There is a clear documentation of sustainability practices in large organizations in India. (Mitra, 2007, Sood & Arora, 2006).
In recent years, CSR in SMEs in India has been gaining increased attention from practitioners, NGOs and international
agencies, but not significantly scholars. In a recent study conducted on CSR practices it was found that while large
multinationals had formulated a CSR policy, which they make it public, CSR is not at all institutionalised in SMEs. The
reason for the lack of institutionalisation of CSR include limited resources to CSR, lack of pressure from the customer and
inability of see any direct benefit in doing CSR.

Much of the documented evidence suggest that the ethical orientation of SMEs is a product of the ethical orientation of its
owner. And therefore we can conclude that the owners/managers in SMEs determine the ethical orientation of the firm.

There are a few studies examining the value orientation and ethical dimensions of Indian managers in large corporations.
Chavan & Lamba, 2007 examined the cultural influences on the judgement of Australian, Malasian and Indian SME
managers to whistle bowling as an internal control mechanism.

In another study done conducted in the Pune Industrial belt in Western India, it was found that compliance to the Government
laws was seen as being socially responsible. Many SME owners were of the opinion that philanthropy and CSR are one and
the same. Ravenkar, 2004 said that many of the SMEs are at a stage where they are struggling to establish themselves and do
not have the manpower or resources to address these issues. In a comparative study undertaken on constraints and
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contingencies of small businesses in Bangladesh and India, the authors found that many SMEs had similar constraints and
contingencies across countries and bribery related variables tended to be fairly similar (Amin & Bannerjie, 2007).

Tarun Kumar, 2004 conducted a survey in an Industrial cluster in northern India, and he found that since most SMEs were
led by owners, the value system and philosophy of the owner played a significant role in determining the CSR practices
undertaken. Many of the SMEs were unable to see any clear benefits by following or practicing CSR. Very few companies
had social reports, codes of conduct or stated ethical practices. But the study explores that many of the SMEs are involved in
some kind of developmental activities. Many CEOs of these SMEs were members of Rotary or Lions Clubs and supported
various developmental activities initiated by these clubs.

In a study conducted by the UNIDO (2008) on CSR perceptions and activities in SMEs in five industrial clusters in India, it
was found that regardless of the geographical region they hailed from, SMEs tended to behave similarly towards CSR. Many
of them considered ‘taking care of their employees internally’ and ‘being involved in community welfare’ as their CSR
responsibility. Vasanthy Srieenivas IIMB, says that ‘the influence of the personal values of the entrepreneurs in determining
the choice of CSR activities found support’. When markets and large businesses put pressure of the SMEs, they are forced to
follow certain CSR practices such as worker education, health and safety compliance which are undertaken in the normal
course of business.

The role of cluster wise sustainability practices assumes relevance now. The leather cluster for example is plagued by
pollution. The operations in leather tanning – washing, stripping, bleaching, chrome tanning and basification – involve the
use of very toxic chemicals and its effluents tend to pollute ground water. The adoption of common effluent treatment plants
and eco-friendly technologies has not become very widespread due to the lack of awareness among small firms and also
partly due to lack of enforcement of environmental laws among small players (EXIM, 2000).

Why SMEs
The Small and Medium Enterprises significantly contribute to India’s economic growth. These serve independently and as
ancillary to a large firms and help generate employment and industrialise the rural and backward regions of India. They
employee nearly 40% of India’s work force and contribute around 45% of India’s manufacturing output.

The field of Business ethics and sustainability is usually centred around large, specially multinational corporations (MNCs)
as the primary unit of analysis. Some of the aspects are transferable to SMEs also. Still, these small companies have their
own frames of reference. They are almost always close to the communities they operate. They are usually local, not global
companies. They are family-owned or owned by a small group of investors or entrepreneurs rather than by anonymous
shareholders. So the internal and external stakeholder relationships have to be redefined for SMEs.

The business activities of SMEs are performed in proximity to the locals. This enables them to be aware of local needs,
manage expectations and develop sustainability programmes appropriately. Now that the CSR clause in the Companies Act,
2013 covers companies that have a net profit of five crore INR and above, it is expected that while micro enterprises will not
qualify, many small and medium enterprises (SMEs) will.

The sustainability practices of these enterprises are driven by the personal interests of promoters who hold a significant
financial stake in the business. They tend to be in clusters and engaged in similar business activities. While the quantum of
revenue available for CSR with individual SMEs is expected to be small, all eligible companies in a specific geographical
cluster, who single handed as well as collectively impact the same community, can pool their resource to create a sizeable
CSR fund.

Enterprise Social Responsibility
Not only Corporations which are major firms, be responsible for CSR activities, Small and Medium Enterprises too need to
lend their share in carrying out responsible business. As the study is based on CSR in SMEs, the term is coined to suit to the
SMEs.

Methodology.
A questionnaire was developed including the motives and business benefits arising out of sustainability practices based on
academic literature and business benefits on the activities that were pursued as ESR. It was distributed to organizations in
north Kerala and some telephonic interviews also were carried out. The information is collected using both primary and
secondary data.
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Sample Profile. Table 1.
Frequency Percent

Age

less than 30 37 11.2
31-35 45 13.6
36-40 30 9.1
41-45 52 15.8
46-50 102 30.9

more than 50 64 19.4
Total 330 100.0

Frequency Percent

Education

SSLC/Plus Two 33 10.0
Graduate 84 25.5

Post Graduate 86 26.1
Diploma 73 22.1

Technology 48 14.5
6 6 1.8

Total 330 100.0
Frequency Percent

Gender
Male 274 83.0

Female 56 17.0
Total 330 100.0

Frequency Percent

Education

SSLC/Plus
Two

33 10.0

Graduate 84 25.5
Post

Graduate
86 26.1

Diploma 73 22.1
Technology 48 14.5

6 6 1.8
Total 330 100.0

Descriptive Statistics . Table 2.
Mean Std. Deviation Analysis N

Increase profits 3.00 1.205 330
Long term sustainability 4.02 .969 330

Company tradition 3.43 .944 330
Recruit/retain employees 3.51 1.005 330

Attract Investors 3.42 1.122 330
Promote transactions/partnerships 3.33 1.053 330

Enhance community trust and support 4.11 .973 330
Avoid regulation 2.76 1.119 330

Enhance reputation 3.85 1.065 330
Favourable media coverage 3.15 1.186 330

Improve public welfare 4.03 .987 330
Altruism 3.90 1.003 330

External pressures 2.83 1.148 330
Competitors are doing 2.90 1.250 330

Buyer expectations 3.22 1.074 330
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Results
Among the factors described above Improve public welfare scored the highest mean of 4.03.Followed by Long term
sustainability. Enhance community trust and support holds a major opinion of 4.11 mean. Avoiding regulation and
competitors are doing holds the least mean. The summaries and respondents with their mean score and standard deviation has
been given in the table 2 descriptive analysis.

A factor analysis has been carried out to explore latent factors that motives in undertaking ESR activities. A total of 5 factors
has been identified and explained. These factors have been named as External stakeholder management, Internal stakeholder
management, long term sustainability and reputation. These five factors disclose the overall perception of ESR by practicing
managers. A summary of the factor analysis has been given in Table.3.

Table 3. Rotated Component Matrixa

Component
External

stakeholder
management

Internal
Stakeholder
management

Public
Welfare

Long term
Sustainabilit

y

Reputation

Increase profits .538
Long term sustainability .627

Company tradition .685
Recruit/retain employees .768

Attract Investors .497
Promote transactions/partnerships .540

Enhance community trust and support .647

Avoid regulation .592
Enhance reputation .720

Favourable media coverage .467
Improve public welfare .693

Altruism .642
External pressures .800

Competitors are doing .752
Buyer expectations .565

Findings and conclusions
The study supports the earlier studies that long term sustainability, Enhance community trust and support, Improve public
welfare are some of the motives that have been mostly picked by the SME managers.

SMEs emerge as a response to personal or community need in the absence of other opportunities of formal employment, or
other access to goods and services. Sustainability could be positioned at the very heart of SME activity. Sustainability
concerns go far beyond the sustainability rhetoric employed by some larger corporations in the first world.

Some SMEs are involved in activities that play an important role in supporting their immediate communities. This ranges
from supporting schools and the aged, or even providing community infrastructure such as water wells. These activities are
mostly undertaken by individual businesses (un-coordinated) and are not as ‘hyped’ as corporate CSR projects.

The dark side of the responsiveness to need is the fact that many SMEs might be operating as ‘survival morality’, which by
definition is concerned with ‘bread first, morals later’. The argument is that ethics will be compromised if there is any
business advantage to be had. Business pressure, and sometimes pressure from an unethical environment, leads companies to
‘cut corners’, reduce product quality, and over-promise or over-commit, which eventually impacts negatively on the
sustainability of these operations.

Regarding the understanding of the notion of ‘ethics in SMEs’, the theme that emerged most strongly related to ‘honesty’,
straight dealing’ and ‘not cheating’. Another prominent theme referred to governance issues such as proper accounting,
auditing and honest taxpaying. Another issue was labour issues which reflects on ‘how they treat their staff’On important
ethical problems or issues for SMEs - responses were related to administrative dishonesty and labour issues. The issues
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which are highlighted in administrative dishonesty are corruption, tax avoidance, misrepresentation in audits, and ignoring
licensing procedures. These issues relate to relationship with Government institutions. The labour issues are centred on fair
wages and the treatment of the staff. It includes disrespect for the staff as well as poor working conditions.  Other issues are
employing under aged workers, not allowing freedom of associations, not providing proper benefits or job security and
indulging in tribalism. The third ethical concern relate to the quality of goods and services. These include over pricing,
misrepresentation in terms of product quality, and selling pirated goods.

When enquired about the factors that make ethics difficult, it was found that unethical behaviour is very often is a reaction to
an environment in which unethical business practices are widespread. The existence of systemic corruption in the broader
environment in which SMEs operate was consistently highlighted as one of the most serious challenges they face. Of these,
the most serious factor was corruption in interactions with the government as they have to constantly interact with the
government as they have little or no bargaining power.

Competing with unethical competitors is another concern. There is a shortage of positive stories and role-models. Lack of
quality controls, delays, and inconsistency in pricing are inevitable side-effects of SMEs emerging in such an environment.
Respondents in the study indicate that many of the ethical problems have a direct impact on the sustainability of businesses.
According to them the following factors hinder long term business relationships – poor quality products, short term thinking,
lack of business experience or management skills, and inconsistent delivery from suppliers. On the other hand, honesty,
reliability and professionalism amongst small business owners were  identified as factors that facilitate long term business
relationships.

The factors identified as central in establishing a culture of ethics include: encouraging competition, developing strong
reputations and nurturing long term relationships with clients, encouraging freedom of association of employees, and less
politicalSince SMEs contribute significantly to the economy and are geographically widely spread in a country like India,
their adoption of Sustainability and ethical practices is crucial for a balanced development.  The present clearly identifies the
fact that there are many differences among the sustainability practices of SMEs and large scale organizations. While large
scale organization or companies with more than 5 crore profit for a period of three consecutive years, have to set apart 2% of
their profit for CSR activities. Therefore SMEs’ understanding of sustainability practices depends on how they view their
purpose, what their specific needs are, and what they can afford.
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1. Introduction 

An option is a financial derivative that gives the holder the 

right, but not the obligation, to buy or sell a basket of stocks at 

an agreed-upon price on or before a certain date. A call option 

is an option that gives the holder the right, but not the 

obligation, to buy underlying assets at an agreed-upon price on 

or before a specific future date. A put option is an option that 

gives the holder the right, but not the obligation, to sell 

underlying assets at an agreed-upon price on or before a 

specific future date.  Index options are similar to other options 

contracts, where the underlying instruments are stock market 

indices. Index options deliver the investor a chance either to 

capitalize on an expected market move or to protect holdings 

in the underlying assets. The degree of exposure changes with 

the specific index option. The risk associated with the index 

option is limited and it is known to buyers in advance. If the 

index does not move as anticipated, the buyer's risk is limited 

to the premium paid, which is the price of the option. An index 

call option is said to be 'in-the-money' when its strike price is 

less than the underlying index. An index call option is said to 

be ‘at-the-money’ when its strike price is the same as the 

underlying index and ‘out-of-the-money’ when its strike price is 

greater than that underlying index. An index put option is said 

to be in-the-money when its strike price is greater than the 

reported level of the underlying index. It is ‘at-the-money' when 

its strike price is the same as the underlying index and ‘out-of-

the-money’, when its strike price is less than the underlying 

index. 
 

The efficiency of the financial markets can be analysed 

different models, tests or by exploring arbitrage pricing 

relationships. According to Brunetti and Torricelli, if there is an 

absence of arbitrage, two assets providing identical future 

profits must trade at the same price in an efficient market. If 

there is any possibility for arbitrages, there will be an 

immediate reaction from market participants resulting in 

withdrawal arbitrage opportunities. The efficiency of the 

Options market can be analysed in two ways - Cross markets 

efficiency and Internal option market efficiency.  Cross market 

efficiency is based on tests of the joint efficiency of the option 

and the underlying market and internal option market efficiency 

aims at assessing the existence of arbitrage opportunities 

within the very same option market.  
 

The National Stock Exchange of India Ltd. (NSE), which is 

the leading stock exchange in India, was established in 1992 

as a tax paying company in Mumbai. NSE has provided a 

number of financial services such as listings of securities, 

trading, clearing and settlement services, indices, market data, 

financial education, etc. The NIFTY 50 is the flagship index of 

NSE, which was launched on 3rd November 1995 with a base 

value of 1000. The index itself covers all the major sectors of 

the Indian economy and it includes 50 stocks. The derivatives 

trading at India’s National Stock Exchange (NSE) commenced 

on 12
th
June 2000 with futures trading on NIFTY Index. National 

Stock Exchange (NSE) introduced trading in index options on 

4
th

 June 2001. The options contracts are European style and 

cash settled and are based on the popular market benchmark 

NIFTY Index.  
 

This study is an attempt to analyse the relationship 

between spot and options markets in order to find out whether 

there exists any lead-lag relationship between these two. The 

study focuses on the relationship between the NIFTY Index 

Options and the underlying stock index - NIFTY 50. The study 

mainly focuses on analysing the dynamic relationship between 

options and spot market volatilities in the NIFTY. The 

relationships such as long term, short term and causality 

between spot and options market volatilities are analysed with 

the help of various econometric models.  
 

2. Review of literature 

Fleming, Ostdiek and Whaley (1996) examine the 

interactions between the S&P500 index, options and futures 

contracts on this index. They conclude that the derivatives 

markets lead systematically the spot market, while the futures 

market precedes the options market, in particular, due to more 
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important liquidity, and therefore to less high transaction costs 

on the former.  
 

Hemler and Miller (1997) in their study examined the 

efficiency of European style S&P 500 Index options traded on 

the Chicago Board Options Exchange (CBOE). From their 

study, Hemler and Miller found significant arbitrage 

opportunities for S&P 500 European options. However, they 

warned that some quotes might not have been executed, due 

to stale prices, indicating some arbitrage profits may have 

been virtually impossible to achieve.  
 

De Jong and Donders (1998) examined the relationship 

between the Dutch options market and the spot market. They 

found that the futures contracts lead both the options and the 

index by about 10 minutes. Their results proved that the 

relationship between the options market and the spot market is 

not unidirectional. 
 

Booth and Tse (1999), examining the relationship between 

the German derivative markets and the DAX index, find cross 

linkages among the three markets. In particular, they conclude 

that the spot market lead the options market. In the case of 

French markets, Capelle-Blancard and Vandelanoite (2002), 

using Granger linear and non-linear causality tests between 

European options and the CAC40 index, find that the spot 

market leads the options market. 
 

Fung (2004) in his study examined the pricing efficiency of 

the Hang Seng Index options market in Hong Kong, by making 

use of the Box spread Strategy. It was found that there were 

very few arbitrage opportunities and upon further examination 

based on the reporting time of quotes, it was found that all the 

apparent mispricing were deceptive and they could be 

explained by stale quotes. The absence of real arbitrage 

opportunities confirmed the efficiency of the Hong Kong 

options market.  
 

Benzion(2005) in his study examined the efficiency of the 

Israeli options market by examining the box spread strategy. 

They made use of a real-time computer program to find 

Arbitrage gain opportunities by considering the sample of index 

options traded on the Tel-Aviv Stock Exchange. It was found 

that only a few arbitrage opportunities were possible which 

disappeared rapidly and substantiated the efficiency of the 

Israeli options market. 
 

Vipul (2009) examined themarket efficiency for the 

European style Nifty index options of the National Stock 

Exchange (NSE) India, by making use of a box-spread 

strategy. Time-stamped transaction data provided by NSE 

between 1 January 2002 and 31 December 2003 was used for 

this study. It was found that profit opportunities, after 

accounting and incorporating for transaction cost, was quite 

frequent, but, they did not persist even for 2 minutes. The fact 

that the arbitrage opportunities do not persist even for two 

minutes, indicates that the arbitrageurs do not ignore the 

mispricing for a long time.. 
 

3. Objectives of the study 

1. To examine whether there exists any lead-lag 

relationship between the spot and options market in 

NSE. 

2. To analyses the pricing efficiency of the NIFTY Index 

Options by comparing the linkage in volatilities 

between the spot and options market. 

 

4. Data and methodology 

For the present study, NIFTY 50 Index is the underlying 

index and NIFTY Index options are considered to test the 

internal market efficiency of NSE India.In order to assess the 

relationship between spot and options market, the daily at the 

money implied volatility of the options price along with the daily 

historical volatility of the underlying asset have been collected 

from the BLOOMBERG database and NSE website for NIFTY 

50 indices for five years from 1
st
 January 2014 to 31

st
 

December 2018. The historic volatility (HVol) is based on the 

standard deviation of daily price movements. On the other 

hand, the implied volatility (IVol) is found by using the Black-

Scholes model on the at the money option prices. 

 

The analysis of the study is done with the help of the 

econometrics software E-Views through the following steps: 

1. The preliminary analysis is done through descriptive 

statistics. 

2. The unit root test has been adopted in order to ensure 

that the variables HVol and IVol are stationary, which 

is a pre-requisite for determining the short-term as 

well as the long-term relationship among the 

variables. 

3. Long term relationship between the spot and options 

market is determined by using the Johansen co-

integration model. 

4. Short-term relationship and lead-lag between the spot 

and options market are defined through the Vector 

Error Correction model. 

5. The causality of the spot and options volatility series 

is established by employing the Granger Causality/ 

Block Exogeneity Test on the variables included in the 

study. 

 

Using the above mentioned models/tests, the following 

null hypotheses can be tested to accomplish the objectives of 

the study. 

H01: There is no significant relationship between the spot 

and options market in a long and short period. 

H02: The option price has no information to pass on to spot 

market  

H03: There is no significant lead-lag effect between the 

spot and options market.  

 

5. Limitations of the study 

The study is based on secondary data and therefore 

errors in the collection, compilation of data, etc. are dependent 

on the process and perfection decided by others. Daily 

volatilities, both historic and implied volatilities are directly 

obtained from Bloomberg database. Seasonality effect, 

Monday effect, expiration effects, cyclical effects and 

celebration effects effect are not taken into consideration in the 

study. Microeconomic factors like GDP, interest rate, inflation 

rate and other country-specific factors are not included here.  
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6. Analysis and interpretations 

Identifying the established relationship among the spot 

market and options market for a long period is important to 

explain the efficiency of the market to predict the movement of 

another market. Long run relationship between the options 

market and its underlying market has an important effect on 

forecasting and hedging models to reduce the risk involved in 

the underlying asset.  

 

6.1 Results from Summary Statistics 

Table -1 

Summary Statistics for NIFTY Index 

VARIABLES OPTION SPOT 

 Mean 27.64493 30.43304 

 Median 23.47200 25.68300 

 Std. Dev. 13.51401 15.52703 

 Skewness 1.640008 1.784281 

 Kurtosis 6.249030 6.739794 

 

Table No.1 shows the descriptive statistics of spot and 

option variables for the NIFTY options market. In order to 

understand the behaviour of raw data series included in the 

study, mean, median, standard deviation, skewness, kurtosis 

and Jarque-Bera measured and presented. During the period 

of study, the options and spot variables show the coefficients 

of variation of 0.4887 and 0.51025 respectively for the NIFTY 

index. It indicates that the options market shows comparatively 

lower variation. Also, the average volatility in the option prices 

is lower than that of the spot market volatility. The skewness 

for both the market shows values around 2 which indicate that 

most values are concentrated on the left of the mean with 

extreme values to the right. Kurtosis is above 3 for both HVol 

and IVol and it should be said that the series is leptokurtic 

which means that the distribution is sharper than a normal 

distribution with values clustered around the mean. This means 

a high probability for extreme values. 

 

6.2 Result of Stationary Test 

Table -2 Results of Stationary Tests 

INDEX VARIABLES 
LEVEL 

ADF PP 

NIFTY 
OPTION -2.92874** -3.78437*** 

SPOT -2.60406* -3.74055*** 

*, **,*** indicates the significance at 10%,5%, and 1% level.  

 

Stationary is the important property of time series data 

which shows the ability of the data series to explain the long 

and short term information. As a preliminary test, it is 

necessary to test the stationarity of the time series variables 

such as HVol and IVol by applying Augmented Dickey-Fuller 

(ADF) and Philip Perron (PP) Unit Root Test. Table no. 2 

shows the results of the ADF and PP test for HVol and IVol. 

HVol and IVol variables are stationary in its level form. It 

indicates that HVol and IVol are capable to test the role of one 

variable on the other. The significance of these statistical 

results says that there is no possibility of accepting the null 

hypothesis that there is a unit root in the variable. While 

rejecting the null hypothesis, it is absolutely confirmed that the 

data series are losing their long-term informational content. 

 

6.3 Result of VAR Criteria for the Lag Selection Procedure 

 

Table -3 Result of VAR Criteria Adopted for Selection of Lag Length for Model 

Index Lag LogL LR FPE AIC SC HQ 

NIFTY 

0 -9268.61 NA   10687.68  14.95260  14.96086  14.95571 

1 -6204.11  6114.184  76.74950  10.01630  10.04109  10.02562 

2 -6189.35   29.40235*   75.42894*   9.998945*   10.04026*   10.01448* 

* indicates lag order selected by the criterion at 5% level. LR-sequential modified LR test statistic, FPE- Financial Prediction Error, AIC-

Akaike Information Criterion, SC- Schwarz information Criterion, HQ- Hannan-Quinn information criterion. 

 

Table no. 3 shows the result of VAR criteria adopted for 

the selection of optimal lag length for the statistical 

methodology used to determine the relationship between 

option and spot market. As per the Likelihood Ratio (LR), final 

protection error and Akaike Information Criterion (AIC), HQ, SC 

and FPE the optimal lag length for NIFTY is 2. The error term 

of each variable is stationary at this point. The optimal lag 

length helps to avoid the auto correlation problem from the 

time series data set up to an extent. 

 

6.4 Long Term Relationship Between Option and Spot 

Markets

 

Table -4 Results of Unrestricted Co-integration Rank Test applied through Johansen Co-integration Methodology 

Index Hypothesis Eigen Value Trace Statistics Critical Value at 5% Max- Eigen Statistic Critical Value at 5% 

NIFTY 
r=0  0.064351  91.08453**  15.49471  82.41228**  14.26460 

r≤1  0.006975  8.672250  3.841466  8.672250  3.841466 

**denotes the rejection of the hypothesis at a 5% level. Trace test indicates one cointegration equation at a 5% level. Max-Eigenvalue 

test indicates 1 cointegrating equation at the 5% level. 

 

Table No. 4 provides the result of the unrestricted co-

integration rank test applied through Johansen co-integration 

methodology. The results of Johansen co-integration are 

explaining through the Trace Statistics and the Max- Eigen test 

Statistics. For the NIFTY Index options market, the null 

hypothesis that there is no co-integration equation among Spot 

and Options is rejected at 5% level of significance. Both test 

statistics like Trace statistics and Max-Eigen statistics reject 
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the null hypothesis at a 5% significance level. So the 

alternative hypothesis that there is atleast one co-integration 

equation between the options and spot market is accepted. 

This long-run relationship between options and spot market 

helps the traders in hedging their portfolio risk and to exploit 

the arbitrage opportunities. This result reveals that the 

movement of one market can be predicted by another market 

during the long term period.   

 

6.5 Short Term Relationship between Spot and Options 

Market 

Table -5 Results of Normalized Co-integration Vector Error Correction 

Model 

Index Error Correction D(HVOL) D(IVOL) 

NIFTY 
Co-integration 

Equation-1 [1.00000] 

0.00631  0.119247 

[0.63397] [ 9.04097] 

 

Table No.5 shows the results of the Vector Error 

Correction Model applied to determine the short-run 

relationship between the option and spot markets for various 

options market during the study period. In NIFTY, the speed of 

adjustment of the spot market is around 0.6%, at the same 

time the options market shows around 11%. It indicates that 

when the options market responds and adjusts around 11% to 

the new information, the speed of adjustment of the spot 

market is only 0.6%. From this result, it is proved that the 

options market is adjusting to the new information very soon 

than the spot market. The reactions of the spot prices and 

option prices to the disequilibrium errors captured by the speed 

of adjustment show that within one time period 11% of 

disequilibrium errors are corrected in options market, which 

shows the leading behaviour of the options market. The result 

shows that the options market responds faster to the previous 

period’s deviation from the long run equilibrium. Thus it should 

be concluded that the options market is adjusting to the new 

information faster than spot markets and they are more volatile 

to the market conditions than the latter. 

 

6.6 Causal Relationship between Spot and Options 

Markets 

Table -6 Results of Normalized Co-integration Vector Error Correction 

Model 

Index Dependent Variable Chi-square Value 

NIFTY 
HVOL 9.418739*** 

IVOL 3.646289** 

 

Table-6 shows the result of VAR Granger Causality/ Block 

Exogeneity Wald Test for a causal relationship between spot 

and options market in different economies. The Chi-Square 

values are significant which means that while restricting the lag 

values of options and residuals of the spot, the null hypothesis 

of options market does not cause spot volatility is rejected at 5 

percentage level of significant and accepted the alternative 

hypothesis of options market causes spot market for all the 

options market. Both variables are causing each other, in other 

sense, there is bidirectional causality between the options 

market and spot market. This result is supported by the theory 

and literature that there is bidirectional causality between the 

options market in India and abroad. 

 

With the help of these empirical results, the null 

hypotheses of the study such as there are no significant 

relationship between spot and options market in a long and 

short period, the option price has no information to pass on to 

spot market and no significant lead-lag effect between spot 

and options market are rejected. The study clearly reveals that 

there is co-integration between the spot and options market. 

Even though there is a bidirectional relationship between the 

spot and options market, the options market shows the 

dominant and leading roll on the spot market. 

 

7. Conclusion 

The study mainly focuses on analysing the dynamic 

relationship between options and spot market volatilities in the 

NIFTY. The relationships such as long term, short term and 

causality between spot and options market volatilities are 

examined in this study. Due to data movement and market 

trends, the established relationships among markets may be 

changed. The causal relationship reveals the lead-lag positions 

between the options and spot markets. 

 

Co-integration results for all the economies under study 

indicate the possibility of rejection of the null hypothesis that 

there is no co-integration between options and spot markets. 

This indicates that there is a long term relationship between 

both the markets. On the basis of Johansen Co-integration 

Methodology, the study, thus, proves that there are long term 

relationship and co-integration between the options market and 

its underlying market. The speed of adjustment parameters of 

options and spot markets to the disequilibrium in the co-

integration is analysed by using the Vector Error Correction 

Model. On the basis of the speed of adjustment parameters, it 

is possible to explain the leading behaviour of the market or 

the ability of the market to adjust and respond to the new 

information. It is found that the options market is leading the 

spot market. It can be said that options markets lead the spot 

market always and spot markets attract the options market 

often. The dominant role of the options markets is witnessed 

through the empirical results of the study. The causality 

relationships between options and spot markets reveal the 

position of lead-lag among options and spot markets. Results 

of the Wald test indicate that there are bidirectional causality 

relationships between spot and options markets. Both markets 

are performing like indicators and followers. It can be said that 

options markets lead the spot markets in most of the cases.  

 

On the basis of empirical results, the null hypothesis such 

as spot volatility pays a very negligible role in determining 

options volatility is rejected. It is found that spot market 

volatility is the key factor that can be considered as the 

determinant of the options market due to the informational 

efficiency of the options market. To conclude, this study 

intrepidly says that the relationship between the options and 

spot markets is so dynamic. It is seen that there is a very 

smooth way of passing information from the options market to 

spot market and both are highly linked. 
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Abstract: Risk and returns are the two important variables that determine the future financial benefits of an 

investment. This paper studies the relationship between risk and return of different Sectoral Indices on NSE using 

Capital Asset Pricing Model (CAPM). CAGR and Beta of the nine Sectoral indices such as Auto Index, Bank, 

Financial Services, FMCG Index, IT Index, Media Index, Metal Index, Pharma Index and Realty Index were 

calculated and compared. The results of the study revealed that, both risk and the return have been higher for the 

Bank, Financial Services, Realty and Metal sectors as compared to the market. 
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I. INTRODUCTION 
Risk and returns are the two important variables that determine the future financial benefits of an 

investment. Risk and return is based on market risk and also investors’ decision for investment. Naturally rational 

investors would expect a high return but they did not mind for high risk. The investors and stake holders of the 

equity stock are analyses the share price and earnings per share value in the past years. Assessing the required rate 

of return on an investment to be made in the stock market is a challenging task for an ordinary investor. Number of 

market models and techniques are being used to calculate required return for taking suitable investment decisions. 

Investors are always cautious about the future return on their investment. However, any investment in any types of 

assets must have risk of uncertainty. Risk is defined as the probability that an investor will not realize the expected 

return; i.e actual return will be different than expected. This includes the chance of losing some or all of the 

original investment. To determine the right choice of a security or portfolio to an investor, it depends on the level 

of risk that the stock carries. Therefore an estimation of the risk return profile of a security or portfolio is a 

significant phase before making any investment decision.  

The National Stock Exchange of India Ltd. (NSE), is the leading stock exchange in India, located in 

Mumbai. The NSE was established in 1992 as a tax paying company. NSE was the first stock exchange in India to 

offer a fully automated screen-based electronic trading system. NSE has provided a number of financial services 

such as listings of securities, trading, clearing and settlement services, indices, market data, financial education, 

etc. The NIFTY 50 is the flagship index of NSE, which was launched on 3rd November, 1995 with a base value of 

1000. The index itself covers all the major sectors of the Indian economy and it includes 50 stocks. In addition to 

the NIFTY 50 Index, the NSE maintains market indices that track market capitalizations, volatility, specific 

sectors, etc. 

Sectoral indices are generally used to provide information about price movements or general behavior of 

the sector or industry in the economy. The sectoral index is created by selecting a group of most actively traded 

stocks that represent a specified sector of the market. The sectoral indexes are designed to provide a single value 

for the overall performance of a number of stocks representing a group of similar industries or a sector of the 

economy. The indices provide a historical view of stock market performance, giving investors more awareness on 

their investment decisions. Ordinary investor who does not have much knowledge about individual stocks to make 

right investment, can use indexing as a method of selecting stocks for investments. Therefore an analysis of the 

historical performance of the stock market indices will help the investor to forecast trends in the market. However, 

the degree of this risk would probably vary from industry to industry or market to market. 

 This paper studies the relationship between risk and return of different sectoral Indices on NSE over the 

last 5 years with the help of Capital Asset Pricing Model (CAPM). To get an accurate measure of the market risk 

of various sectors, generally investors use Beta as a measure of the volatility as compared to the whole 

market.Sectoral indices selected for the study are The NIFTY Auto Index, The NIFTY Bank, The Nifty Financial 

Services, The NIFTY FMCG Index, The NIFTY IT Index, The NIFTY Media Index, The NIFTY Metal Index, 

NIFTY Pharma Index and NIFTY Realty Index along with The NIFTY 50 as the market indicator. 
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Table 1: Sectoral Indices 

INDEX 
No. of 

Constituents 
Launch Date Base Date 

Base 

Value 

NIFTY Auto 15 July 12, 2011 January 1, 2004 1000 

NIFTY Bank 12 September 15, 2003 January 1, 2000 1000 

NIFTY Financial 

Services 
20 

September 7, 2011 January 1, 2004 1000 

NIFTY FMCG 15 September 22, 1999 January 1, 1996 1000 

NIFTY IT 10   January 1, 1996 100 

NIFTY Media 15 July 19, 2011 December 30, 2005 1000 

NIFTY Metal 15 July 12, 2011 January 1, 2004 1000 

NIFTY Pharma 10 July 1, 2005 January 1, 2001 1000 

NIFTY Realty 10 August 30, 2007 December 29, 2006 1000 

NIFTY 50 50 April 22, 1996 November 3, 1995 1000 

 

II. REVIEW OF LITERATURE 

Rakesh Kumar and Raj S Dhankar (2011) studied the normality of return and risk in Indian stock 

market, in their article titled, “Distribution of Risk and Return - A test of normality in Indian stock market” using 

parametric and non-parametric test to prove these objectives. They have selected different indexes like Sensex, 

BSE 100 and BSE 500 from BSE for the period 1996 to 2006. Their study results show that, the returns are 

negatively skewed for all the indices over the study period.  

Shanmugasundram and Benedict (2013) conducted a study on the volatility of the sectoral indices with 

reference to NSE. They have studied the risk-return relationship of the NSE NIFTY index and five sectoral indices 

such as NSE AUTO Index, NSE BANK Index, NSE FMCG Index, NSE INFRA Index and NSE IT Index was 

examined. The results did not show any significant difference in the risk across of sectoral indices and NIFTY. 

Bora and Adhikary (2015) examined the risk-return relationship using BSE Sensex companies. The 

monthly closing price of the 30 stocks was used to evaluate the risk and returns for the period between 2010 and 

2013. Their findings revealed positive relation between stock returns and market returns and betas (systematic 

risk) were found to be unstable during the study period.  

Shaini Naveen & T. Mallikarjunappa (2016) conducted a study on the risk and return in banking sector, 

using NIFTY Bank Index as the benchmark. They examined and compared the performance of 12 banks listed in 

the NSE. The study evaluates the performance of banking stocks mainly to identify the required rate of return and 

risk associated to a particular stock based on different risk elements prevailing in the market. Their study revealed 

that the banking sector is more volatile than the market (NSE).  

Dr. S Poornima and Swathing (2017) evaluated the performance of selected stocks from automobile 

sector and IT sector. Five stocks in both automobile and IT sector have been taken for the sample. The risk and 

return analysis of any industry reveals the complexities associated with that particular industry. Study revealed that 

automobile industry showing positive return and low risk whereas IT sector showing negative return and high risk 

during the study period. 

III. OBJECTIVES OF THE STUDY  

The study aimed to analyse the risk and returns of the sectoral indices on NSE. The nature of returns and risk 

will also be examined. This is expected to throw light on the behaviour of the major sectors.  

1) To examine the risk and return associated to different sectoral indices on NSE. 

2) To compare average return of sectoral indices with expected return using CAPM. 

IV. RESEARCH METHODOLOGY  

Data and sources of data: 

Daily closing prices of the NSE NIFTY 50 and nine sectoral indices on NSE have been taken for a period 

of five years from April 1, 2014 to March 29, 2019 from NSE website. To determine the risk free rate, 91 days 

Treasury Bill rate is collected from RBI website. 
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Tools Used For Analysis:  

Return 
To calculate the five year average return, first daily returns of the sectoral indices and the NIFTY index is 

computed as a percentage. The difference between the closing index value of two consecutive days divided by the 

preceding day was taken.  

Return = [ ( closing Price - Opening Price) / (opening Price) ] * 100 

Average return = (Return/ N) 

Compound Annual Growth Rate (CAGR):  

Average return does not include any measure of the overall risk involved in the investment. CAGR reduces 

the effect of volatility of periodic returns. The Compound Annual Growth Rate is the average rate at which value 

of the investment grows over a certain period assuming the value has been compounding over that period. The 

formula for Compound Annual Growth Rate is: 

𝐂𝐀𝐆𝐑 = (𝐕𝟏 − 𝐕𝟎)(𝟏/𝐧) − 𝟏 

Where 𝐕𝟎 is the initial value of the investment, 𝐕𝟏 is the value of the investment at the end of the period and n is 

the number of investment periods. 

Volatility 

Risk associated to the indices is measured by using standard deviation (σ) of the returns and by calculating 

beta (β) values of the sectoral indices to show the sensitivity of the sector returns. Here standard deviation is used 

to measure volatility in return. If the volatility is high, the risk of the sector is considered high as well. The formula 

for standard deviation is:  

𝝈 = √
𝛴(𝑋 − �̅�)2

𝑁 − 1
 

Where 𝝈 is the standard deviation, X is the daily return of indices, �̅� is the average and N is the number of 

values in the data set. 

Beta: 

Beta (β) (also known as systematic risk) measures the volatility of the sectoral index to the market index 

(NSE NIFTY).  Beta (β) indicates whether sectoral indices are more or less volatile than the NIFTY. If beta is 

more than 1, it indicates that the index is more volatile than the market. The Beta (β) can be computed as follows: 

β =
COV(market returns, Sectoral Index returns)

 VAR(market returns)
 

Where ′𝐶𝑂𝑉(𝑚𝑎𝑟𝑘𝑒𝑡 𝑟𝑒𝑡𝑢𝑟𝑛𝑠, 𝑆𝑒𝑐𝑡𝑜𝑟𝑎𝑙 𝐼𝑛𝑑𝑒𝑥 𝑟𝑒𝑡𝑢𝑟𝑛𝑠)′ is the covariance between the market return 

and sectoral index return and ′𝑉𝐴𝑅(𝑚𝑎𝑟𝑘𝑒𝑡 𝑟𝑒𝑡𝑢𝑟𝑛𝑠)′ is the variance of the market returns. 

If Beta < 1, then stock / index is less volatile than market, Beta > 1, then stock / index is more volatile than 

the market and Beta < 0, then stock / index is losing money while market as a whole is gaining. 

Capital Asset Pricing Model (CAPM) 

Capital Asset Pricing Model (CAPM) is a model created by Harry Markowitz (1959) to find out the 

expected return. CAPM assumes that the investors are risk averse and they always search for the “mean-variance 

efficient portfolio”. In such a portfolio, the risk will be minimized for given expected return or the expected return 

will be maximized for the given level of risk. The calculation used in CAPM can be described as following:  

𝐄(𝐑)  =  𝐑𝐟 +  𝜷(𝐑𝐦 –  𝐑𝐟)  

Where, 

E(R) is the expected return  

Rf   means risk free rate of return i.e., return given by government T- bills 

β  is Beta (Systematic risk) 

Rm is the market return 
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V. RESULTS AND DISCUSSION 

1) Risk – Return Relationship 

Table 2: Risk – Return Comparison 

INDEX CAGR (%) 
Standard 

Deviation  
Beta 

NIFTY Auto 7.51 18.42 1.12 

NIFTY Bank 19.02 18.14 1.17 

NIFTY Financial Services 18.92 17.50 1.18 

NIFTY FMCG 10.89 16.33 0.74 

NIFTY IT 10.94 17.31 0.60 

NIFTY Media 6.84 22.87 0.96 

NIFTY Metal 3.85 25.54 1.31 

NIFTY Pharma 4.14 19.74 0.77 

NIFTY Realty 7.32 31.10 1.52 

NIFTY 50 11.64 13.36 1.00 

Chart 1: Risk – Return Relationship 

 

The maximum return during the study period has been from the Bank index, followed by Financial 

Services, IT, FMCG and Auto sectors, in that order. The least returns have come from the Metal, Pharma, Media 

and Realty sectors in that order. The mean value of return of NIFTY 50 index is 11.64 percent.  NIFTY Bank 

index and NIFTY Financial Services index have return above market return. All other indices have return less than 

market return during the study period. Therefor if an investor is not concerned about the risk factors he can invest 

in NIFTY Bank or NIFTY Financial Services stocks to earn a better return than the market.  

An analysis of the standard deviation values shows that the Realty sector, Metal, Media, Pharma, Auto, 

Bank and Financial services in that order have higher standard deviations meaning have relatively higher risks. As 

reflected in the standard deviation values, the high risk industries such as Realty, Metal, Financial services, Bank 

and Auto show higher beta values of more than one, means that these indices are more volatile than the market 

(NIFTY).  

2. Expected Return                                 Table 3: Expected Return 
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Risk and Return Graph
Return (%)

Risk(%)

INDEX Beta E(R) 

NIFTY Auto 1.12 12.28 

NIFTY Bank 1.17 12.55 

NIFTY Financial Services 1.18 12.60 

NIFTY FMCG 0.74 10.25 

NIFTY IT 0.60 9.51 

NIFTY Media 0.96 11.43 

NIFTY Metal 1.31 13.29 

NIFTY Pharma 0.77 10.41 

NIFTY Realty 1.52 14.41 
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Chart 2: Security Market Line 

 

The above table shows the expected return of different sectors computed using CAPM model. An analysis 

of the expected return values shows that the Realty, Metal, Financial services, Bank, and Auto in that order have 

higher expected return. The security market line (SML) is a pictorial representation of the Capital Asset Pricing 

Model. It shows the expected return of a stock for any given beta or it reflects the risk associated with given 

expected return. The securities which are above the SML are undervalued securities since they give the higher 

expected return for a given amount of risk. The securities which are below the SML are overvalued securities since 

they have lower expected returns for the same amount of risk. Above graph shows that IT, FMCG, Bank and 

Financial Service sectors are undervalued and all other sectors are overvalued. Therefore a portfolio made up of 

stocks from these sectors will give more return to an investor as compared to the market. 

 

 
 

VI. CONCLUSION 
Risk and returns are the two important variables that determine the future financial benefits of an 

investment. Return on any investment is depends on the market risk and also the risk tolerance of the investors. In 

this paper the researcher has examined the volatility associated to various sectoral indices on NSE for five years 

from April 1, 2014 to March 29, 2019. The results of the study revealed that, both risk and the return have been 

higher for the Bank, Financial Services, Realty and Metal sectors as compared to the market. The analysis of Beta 

reveals the change in the return on the indices over the change in return on the market. The Beta value of Realty, 

Metal, Financial services, Bank and Auto is more than one, which indicates that these indices are more volatile 

than the market. Analysis of Security Market Line shows that IT, FMCG, Bank and Financial Service sectors are 

undervalued and all other sectors are overvalued. Therefore a portfolio made up of stocks from these sectors will 

give more return to an investor as compared to the market. 
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Abstract: The commercial banks in India have made significant contributions to the development of almost all 

sectors such as agriculture, trade and commerce, infrastructure, etc. The Indian banking sector has seen 

tremendous changes and many positive developments during the last decade. Some of the major recommendations 

of the Narasimham Committee for strengthening the banking system were asset classification, income recognition 

& provisioning and capital adequacy norms. The banking sector in India comprises of public sector banks, private 

sector banks and foreign banks. NPAs are considered to be an important parameter to judge the performance and 

financial health of banks. In this context, the present study has been undertaken to evaluate and compares the NPA 

of public, private and foreign banks during the recent years and makes some suggestions for NPA management. 

The data has been analyzed using percentage and ratio method, and the statistical tool one-way ANOVA is used to 

test the hypothesis. 

Keywords: Asset Quality, NPA, Public Sector Banks, Private Sector Banks, Foreign Banks, ANOVA 

I. INTRODUCTION 
A strong, healthy, viable and sustainable banking system is very essential for the overall development of an 

economy, the failure of which may lead to an adverse effect on various segments and spheres of the economy. The 

commercial banks in India have made significant contributions to the development of almost all sectors such as 

agriculture, trade and commerce, infrastructure, etc. The Indian banking sector has seen tremendous changes and 

many positive developments during the last decade. The policy makers such as the Reserve Bank of India and the 

Ministry of Finance have made several notable efforts to improve the efficiency and profitability of the banking 

sector. With a view to strengthening the banking system, the Narasimham Committee has suggested various 

reforms to meet the challenges of growing expectations of the masses. Some of the major recommendations of the 

Narasimham Committee were asset classification, income recognition & provisioning and capital adequacy norms. 

As per RBI directives an asset account (term loan/ cash credit/ overdraft/ bills purchase or discount) is classified as 

Non-Performing Asset if it remains irregular or out of order for a period of 90 days or more. A bank’s profitability 

is greatly affected by the amount of Non-performing assets in its balance sheet. When loan account becomes 

overdue and banks are neither able to recover the capital nor earn interest income, then in real terms they become 

non-performing. The banking sector in India comprises of public sector banks, private sector banks and foreign 

banks. The future of all of these banks would be based on the capability the banks in maintaining good quality 

assets, capital adequacy and stringent prudential norms. NPAs are considered to be an important parameter to 

judge the performance and financial health of banks. The level of NPA is one of the drivers of financial stability 

and the growth of the banking sector. In this context, the present study has been undertaken to evaluate and 

compares the NPA of public, private and foreign banks during the recent years and makes some suggestions for 

NPA management. As of 31st March 2018, twenty-one public sector banks, twenty-one private sector banks and 

forty-five foreign banks were functioning in India. The loan asset details of all these banks under each category 

were considered for this study.  

RBI Master Circular, dated July 1, 2015, defined Non Performing Assets as, “An asset, including a leased asset, 

becomes non performing when it ceases to generate income for the bank. A non performing asset (NPA) is a loan 

or an advance where interest and/ or installment of principal remain overdue for a period of more than 90 days in 

respect of a term loan, the account remains ‘out of order' in respect of an Overdraft/Cash Credit, the bill remains 
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overdue for a period of more than 90 days in the case of bills purchased and discounted, the installment of 

principal or interest thereon remains overdue for two crop seasons for short duration crops, the installment of 

principal or interest thereon remains overdue for one crop season for long duration crops.”  

Non-Performing Assets are classified into the following three categories based on the period for which the asset 

has remained non- performing - Substandard Assets, Doubtful Assets and Loss Assets. A substandard asset is 

one, which has remained as non-performing for a period one year or less. A doubtful asset is one, which has 

remained in the category of the substandard asset for a period of one year. A loss asset is a loan asset in which 

loss has been identified by the bank but the amount has not been written off wholly.  Gross NPAs are the total 

amount of loans that are classified as NPAs as per RBI guidelines. It consists of all the sub-standard, doubtful, and 

loss assets. Gross NPA is the total amount of advance accounts where interest and principal are outstanding for a 

period of ninety days and more. Net NPA refers to the amount arrived at after reducing the provisions for bad and 

doubtful debts from Gross NPA. Net NPA means GNPA minus total provision for bad and doubtful debts. 

II. REVIEW OF LITERATURE 

Das. S. (2010) has tried to analyse the parameters that are actually the reasons of NPAs and those are, 

willful defaults, market failure, poor follow-up and supervision, poor Legal framework, non-cooperation from 

banks, lack of entrepreneurial skills and diversion of funds. Rajeev. M. (2010) examines the Indian trends of 

NPA's from various dimensions and explains how the recognition of problem continuous observing can reduce it 

to a greater extent. They also discuss the functions of the joint liability groups or self-help groups in enhancing the 

loan recovery rate. Kaur, H. (2011) attempt was made in the paper to know about NPA, the magnitude and 

reasons for high NPA’s, the factors responsible for the contribution towards NPA’s and their impact on the 

banking systems.  

Vohra and Dhamu (2012) emphatically point out that the NPAs have a direct impact on profitability, 

liquidity and equity of the banks. The authors observe that the NPAs of Indian banks are relatively very high by 

global standards. Thus, they recommend restricting of lending operations only to secured advances with adequate 

collateral securities. They also list a few common reasons for an asset turning NPA, considering economy, 

industry, borrower and lender sides separately. Rai, K. (2012) made an effort to evaluate the NPA of the selected 

banks and their trends and issues, also the measures taken for managing the NPA's like a reformulation of banks' 

credit appraisal techniques, the establishment of monitoring cell, etc.   

Ahmad, Z. (2013) have written on the NPA and causes for NPA. Secondary data was collected for a 

period of five years and analysed by CAGR, average, ANOVA and ranking banks. The banks were ranked 

according to their performance to manage the NPA’s. The efficiency in managing the NPA by the nationalised 

banks was tested. Ranjan, R. and Dhal. (2013) explore an empirical approach to the analysis of Indian 

commercial banks’ non-performing loans by regression analysis. The empirical analysis evaluates as to how the 

NPA’s are influenced by some economic and financial factors, i.e., terms of credit, macroeconomic shocks and 

bank size induced risk preferences.  

Joseph, A. L., (2014) deals with trends of NPA in the banking industry, internal, external and some other 

factors that mainly responsible for NPA rising in the banking industry and also provides some suggestions for 

overcoming the burden of NPA. Arora, N. and Ostwal, N., (2014) analyse the comparison and classification of 

loan assets of private and public sector banks. The study concluded that the NPA’s are a big issue for the banks. 

According to them, the financial companies and public sector banks have higher NPA’s as compare to Private 

sector banks. Kavitha, N. A. (2016) said that the extent of NPA is comparatively very high in public sector banks 

as compared to private banks. Singh, V. R., (2016) said that Non-Performing Assets have always created a big 

problem for the banks in India and the NPAs level of our banks is still high as compared to the foreign banks. 
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III. OBJECTIVES OF THE STUDY  

The main objective of this paper is to understand the significant difference in the occurrence and management of 

NPA of the public sector, private sector and foreign banks in India. Therefore the objectives of the study are as 

follows: 

1) To examine the asset quality of public sector, private sector and foreign banks in India 

2) To analyze various categories of loan assets that contribute to NPA  

3) To evaluate the performance of the public sector, private sector and foreign banks via NPA analysis 

IV. RESEARCH METHODOLOGY  

Data and sources of data: 

The data related to the various categories of loan assets have been collected from the RBI database for a 

period of ten years ranging from 2008-09 to 2017-18. Information about asset classification, Income Recognition, 

etc. has been compiled from RBI circulars and various issues of RBI Report on Trends and Progress of Banking in 

India.  

Tools Used For Analysis:  

The study is analytical in nature, is related to asset quality of the Public sector, private sector and foreign banks in 

India. The analysis of various categories of loan assets of the banks has been carried out for a period of ten years 

ranging from 2008-09 to 2017-18. The data has been analyzed using percentage and ratio method, and the 

statistical tool one-way ANOVA is used to test the hypothesis. To analyze the NPA factor and NPA based 

performance, GNPA% (Gross NPA as a percentage of total advances) and NNPA% (Net NPA as Percentage of 

Net Advances) are used. To determine the significant difference in the various parameters of NPA between Public 

sector, private sector and foreign banks, the ANOVA test is used by formulating the following hypotheses: 

H01: There is no significant difference in GNPA ratio between Public sector, private sector and foreign banks 

H11: There is a significant difference in the GNPA ratio between the Public sector, private sector and foreign 

banks. 

H02: There is no significant difference in the NNPA ratio between the Public sector, private sector and foreign 

banks. 

H12: There is a significant difference in the NNPA ratio between the Public sector, private sector and foreign 

banks. 

 

 

 

 

 

 

 

 

 

 

http://www.ijrar.org/


© 2019 IJRAR May 2019, Volume 6, Issue 2                                www.ijrar.org  (E-ISSN 2348-1269, P- ISSN 2349-5138) 

IJRAR19K1567  International Journal of Research and Analytical Reviews (IJRAR)www.ijrar.org 952 
 

V. RESULTS AND DISCUSSION 

1) Standard Advances as a percentage of total advances 

 
   Table – 1: Standard Assets    Chart – 1: Standard Assets 

 
 

Source: RBI Report on Trends and Progress of Banking in India 

A standard asset is an asset that is not classified as Non-Performing. It represents a healthy financial condition 

in the normal course of business. Analysis of Table – 1 shows that the percentage of standard assets is getting 

reduced during the study period for all three categories. In the case of public sector banks, the percentage of 

standard assets is significantly reduced to 85.4% from 98%. It implies that the financial conditions of the banks are 

getting down year after year. 

2) Sub-Standard Advances as a percentage of total advances 

 
Table – 2: Sub-Standard Assets                                          Chart – 2: Sub-Standard Assets 

 

Source: RBI Report on Trends and Progress of Banking in India 

A substandard asset is one, which has remained as non-performing for a period one year or less. Analysis of 

table - 2 reveals that the percentage of sub-standard assets of public sector banks is significantly increasing from 

0.9% to 3.5%. However private sector banks and foreign banks reduced its percentage of sub-standard assets 

during the study period and thereby improved its asset quality and financial strength. 
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Standard Advances as a 

percentage of total advances 

Public 

Sector 

Banks 

Private 

Sector 

Banks 

Foreign 

Banks 

2017-18 85.4 95.4 96.2 

2016-17 88.3 95.9 96.0 

2015-16 90.7 97.2 95.8 

2014-15 95.0 97.9 96.8 

2013-14 95.6 98.2 96.1 

2012-13 96.4 98.2 97.0 

2011-12 97.0 98.1 97.3 

2010-11 97.8 97.8 97.5 

2009-10 97.8 97.3 95.7 

2008-09 98.0 97.1 95.7 

Year 

Sub-Standard Advances as a 

percentage of total advances 

Public 

Sector 

Banks 

Private 

Sector 

Banks 

Foreign 

Banks 

2017-18 3.5 1.2 1.1 

2016-17 3.0 1.4 1.2 

2015-16 3.4 0.9 1.7 

2014-15 1.9 0.7 0.7 

2013-14 1.8 0.6 1.4 

2012-13 1.8 0.6 1.1 

2011-12 1.6 0.5 0.9 

2010-11 1.1 0.6 0.9 

2009-10 1.1 1.4 2.9 

2008-09 0.9 1.8 3.5 
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3) Doubtful Advances as a percentage of total advances 

 
Table – 3: Doubtful Assets                                          Chart – 3: Doubtful Assets 

 
 

Source: RBI Report on Trends and Progress of Banking in India 

A doubtful asset is one, which has remained in the category of a substandard asset for a period of one year. 

Table – 3 shows that the doubtful asset of all the three categories of the banks getting increased during the study 

period. The growth rate of doubtful assets of the public sector banks is much higher than that of the private sector 

and foreign banks. It indicates that the chance of assets becoming non-performing is increasing year after year. 

4) Loss Advances as a percentage of total advances 
 

      Table – 4: Loss Assets                                          Chart – 4: Loss Assets 

 
 

Source: RBI Report on Trends and Progress of Banking in India 

A loss asset is a loan asset in which loss has been identified by the bank but the amount has not been written 

off wholly. The percentage of loss assets of public sector banks is much higher than the other two categories.  

Private Sector Banks shows better control over loss assets. The increasing percentage of loss assets will adversely 

affect the asset quality of the banks. 
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Year 

Doubtful Advances as a 

percentage of total advances 

Public 

Sector 

Banks 

Private 

Sector 

Banks 

Foreign 

Banks 

2017-18 10.2 3.2 2.3 

2016-17 8.4 2.3 2.4 

2015-16 5.5 1.6 1.6 

2014-15 2.9 1.1 1.6 

2013-14 2.3 0.8 1.4 

2012-13 1.7 1.0 1.0 

2011-12 1.2 1.1 1.0 

2010-11 1.0 1.3 1.1 

2009-10 0.9 1.0 0.9 

2008-09 0.9 0.9 0.6 

Year 

Loss Advances as a 

percentage of total advances 

Public 

Sector 

Banks 

Private 

Sector 

Banks 

Foreign 

Banks 

2017-18 0.9 0.2 0.5 

2016-17 0.4 0.4 0.4 

2015-16 0.3 0.3 0.9 

2014-15 0.2 0.3 0.9 

2013-14 0.2 0.3 1.0 

2012-13 0.2 0.3 0.9 

2011-12 0.2 0.3 0.8 

2010-11 0.2 0.4 0.6 

2009-10 0.2 0.3 0.5 

2008-09 0.2 0.2 0.3 
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5) Gross NPA as a percentage of total advances 
 

Table – 5: Gross NPA                                               Chart – 5: Gross NPA 

 
 

Source: RBI Report on Trends and Progress of Banking in India 

GNPA Ratio is the ratio of gross NPA to total advances of the bank. In respect of public sector banks, the 

GNPA ratio shows an increasing trend, which was 2% in 2008-09, increased to 14.6 % in 2017-18. However, the 

GNPA ratio of the private sector and foreign banks were 4.6 % and 3.8 % respectively in 2017-18, which was 

much better as compared to public sector banks. A high GNPA ratio indicates deterioration in the quality of the 

loan assets of the bank.   

6) Net NPA As a Percentage of Net Advances 
 

Table – 6: Net NPA                                                       Chart – 6: Net NPA 

 
 

Source: RBI Report on Trends and Progress of Banking in India 

The Net NPA (NNPA) to net advances ratio is the most standard measure of assets quality. To find this ratio, 

Net NPAs are measured as a percentage of Net Advances. The NNPA ratio in respect of public sector banks 

increased substantially from 0.9% to 8.0% in 2017-18 and it shows a fluctuating trend in respect of private sector 

banks and stood at 2.40% in 2017-18. However, the NNPA of foreign banks gets reduced to 0.4 % in 2017-18 

from 1.8 % in 2008-09, which indicates improvement in the asset quality of foreign banks. 
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Year 

Gross NPA as a percentage 

of total advances 

Public 

Sector 

Banks 

Private 

Sector 

Banks 

Foreign 

Banks 

2017-18 14.6 4.6 3.8 

2016-17 11.7 4.1 4.0 

2015-16 9.3 2.8 4.2 

2014-15 5.0 2.1 3.2 

2013-14 4.4 1.8 3.9 

2012-13 3.6 1.8 3.0 

2011-12 3.0 1.9 2.7 

2010-11 2.2 2.2 2.5 

2009-10 2.2 2.7 4.3 

2008-09 2.0 2.9 4.3 

Year 

Net NPA As a Percentage of 

Net Advances 

Public 

Sector 

Banks 

Private 

Sector 

Banks 

Foreign 

Banks 

2017-18 8.0 2.4 0.4 

2016-17 6.9 2.2 0.6 

2015-16 5.7 1.4 0.8 

2014-15 2.9 0.9 0.5 

2013-14 2.6 0.7 1.1 

2012-13 2.0 0.5 1.0 

2011-12 1.5 0.5 0.6 

2010-11 1.1 0.6 0.7 

2009-10 1.1 1.0 1.8 

2008-09 0.9 1.3 1.8 
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7) Testing of Hypothesis 
 

a) H01: There is no significant difference in the GNPA ratio between the Public sector, private sector and 

foreign banks. 

ANOVA             

Source of Variation SS df MS F P-value F crit 

Between Groups 50.61872633 2 25.30936316 3.555092432 0.042606 3.354131 

Within Groups 192.2180136 27 7.119185689 
  

  

  
     

  

Total 242.8367399 29         

The results of one way ANOVA revealed that the F-value (3.555092432) is greater than the F-critical value 

(3.354131) for the alpha level selected, i.e P-value is less than 0.05. Therefore, the null hypothesis ‘there is no 

significant difference in the GNPA ratio between the Public sector, private sector and foreign banks' is rejected 

and the alternative hypothesis accepted. That means there is a significant difference between the GNPA ratio of 

the Public sector, private sector and foreign banks. 

b) H02: There is no significant difference in the NNPA ratio between the Public sector, private sector and 

foreign banks. 

ANOVA             

Source of Variation SS df MS F P-value F crit 

Between Groups 33.39466667 2 16.6973333 6.60002635 0.00464 3.35413 

Within Groups 68.307 27 2.52988889 
  

  

  
     

  

Total 101.7016667 29         

The ANOVA table revealed that F-value (6.60002635) is greater than the F-critical value (3.354131) for 

the alpha level selected, i.e P- value is less than ) 0.05. Therefore, the null hypothesis ‘there is no significant 

difference in the NNPA ratio between the Public sector, private sector and foreign banks' is rejected and the 

alternative hypothesis accepted. That means there is a significant difference between the NNPA ratio of the Public 

sector, private sector and foreign banks. 

 

VI. CONCLUSION 

The presence of Non- Performing Assets has been significantly affected the profitability and expansion of 

banks. All three categories - public sector banks, private sector banks and foreign banks showing an increasing 

trend of non-performing assets during the study period. From the study, it is clear that the asset quality of public 

sector banks has significantly deteriorated. The gap between public sector banks and other banks has widened in 

terms of Gross NPA and Net NPA significantly since 2008. Foreign banks and private sector banks are 

comparatively better performers than public sector banks as their Gross NPA and Net NPA are comparatively 

quite low than public sector banks. Asset quality is also foreign banks and private sector banks as compared to 

public sector banks.  

Thus, the current situation has raised an important question which demands more researches in addressing 

the issues of rising Non-Performing Assets in public sector banks. The banks should evaluate the creditworthiness 

of customers by analyzing their risk-bearing capacity before issuing loans and advances. Banks should also focus 

on improving the NPA recovery policies, standardization of norms, post – disbursement supervision and credit 

monitoring. The Government and RBI have the duty of identifying and addressing the gaps in the legal and 

regulatory framework so as to reduce NPA level in banks’ balance sheet. The government and RBI should also 

incorporate/amend suitable provisions for the settlement of NPAs, maintaining asset quality and competitiveness 

of the banks from time to time. 
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ABSTRACT 

“Happy workers are productive workers”, based on the idea that job performance is a widely studied area of job 

satisfaction. Job satisfaction refers to an employee’s attitude towards his job. It is very important because most of 

the people spend a major portion of their life at their work place: more over job satisfaction has its impact on the 

general life of the employee also. Employee satisfaction is the end feeling of a person after performing a task. 

Corporate governance ensures that company treats every employee equal and provides employee with reasonable 

monetary and non-monetary benefits. So here we study the various factors of corporate governance and check these 

factors influence the satisfaction level of employees in “kottayam Textiles, Vedagiri”. 

Key Words: Job satisfaction, Corporate Governance. 

INTRODUCTION 

Corporate governance may be defined as a set of systems, process and principles which ensures that a company is 

governed in the best interest of all stakeholders. It is the system by which companies are directed and controlled. It 

is about promoting corporate fairness, transparency and accountability. 

On the other hand employee satisfaction means end feeling of an employee after performing a job. The low job 

satisfaction is a sign of the inefficiency, work get slowed down because of the low job satisfaction. 

An employee is any person hired by the owner to perform a particular job. Employees contribute their labour and 

expertise to achieve the desired output. The interest of employees includes wages, salary, job security, relationship 

and other financial and non-financial benefits from the business. Corporate governance ensures that company treats 

every employee equally and provides employees with reasonable monetary and non-monetary benefits. 

OBJECTIVES 

1) To know the various factors of corporate governance. 

2) To know whether these factors influence the satisfaction level of employees. 

HYPOTHESIS 

H0 (Null Hypothesis): There is no significant association between corporate governance factors and satisfaction 

level of employees. 
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Ha (Alternative Hypothesis): There is significant association between corporate governance factors and satisfaction 

level of employees. 

METHODOLOGY 

The primary and secondary data were used for the study. Primary data were collected by using structural 

questionnaire and schedule. The secondary data were collected from books, websites, company records and reports. 

SAMPLE DESIGN 

The total number of workers in the organisation is 360. Out of them researcher collected data from 60 workers. 

Researcher mainly depend upon the simple random sampling method. 

TOOLS FOR ANALYSIS 

Data were tabulated and analysed with appropriate tools like tabulation, percentage and hypothesis tested using Chi-

square test. 

SIGNIFICANCE OF THE STUDY 

This study helped to identify the factors of corporate governance and whether these factors influence the satisfaction 

level of employees in kottayam textiles, vedagiri. Therefore the various inference derive from this study will help 

both the management and workers for framing various policies. 

PROFILE OF THE ORGANISATION 

Kottayam textiles were established in the year 1962 in the private sector and started commercial production in 1968. 

Company was inaugurated by then deputy prime minister of India Sri. Moraji Desai on 12/06/1968 and started 

registered production on 01/11/1968. Due to several financial crisis, mill was closed on 1976 and later it was 

nationalised by the Govt. of Kerala on 1983. The mill is manufacturing superfine variety combined cone yarn in 

counts ranging 100’s 90’s 80’s wrap. 

Total number of workers in this mill is 360. Out of them there are 156 permanent workers and remaining are casuals 

and apprentice trainees. 

FACTORS INFLUENCING CORPORATE GOVERNANCE 

I. Working conditions: 

Working condition refers to the working environment. It includes proper air conditioning, drainage system 

and there should be proper safety regulations. 

II. Welfare measures: 

Welfare includes anything that is done for the comfort and improvement of employees and is provided over 

and above the wages. Eg: medical facility, housing facility, education facilities to children of employees, 

recreation, canteen etc. 
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III. Code of conduct: 

A code of conduct is a set of rules outlining the responsibilities of, or proper practices for, an individual party 

or organisation. It means having a manner of moral conduct, observing particular principle and employing 

ethics habitually as a way of life. 

IV. Business ethics: 

The basic concept and fundamental principle of decent human conduct. It includes study of universal values 

such as the essential quality of all men and women, human or natural rights, obedience to the law of land, 

concern for health and safety, also for the natural environment. 

V. Fair wage 

A wage is defined as remuneration in monetary form computed on hourly, daily, weekly, or piece work basis. 

It could also be defined as a payment for labour or services to a worker. 

DATA ANALYSIS AND INTERPRETATION 

Working condition 

opinion No. of workers Percentage 

Excellent 10 16.66 

Good 10 16.66 

Poor 40 66.66 

Total 60 100 

Source: Primary Data        Table No: 1 

After analysing the working conditions of the organisation, the researcher got a clear idea that, majority workers are 

not happy with the present working conditions. 

Welfare measure 

opinion No. of workers Percentage 

Highly satisfied 30 50 

Satisfied 10 16.66 

Dissatisfied 20 33.66 

Total 60 100 

Source: Primary Data        Table No: 2 

Regarding the welfare measures provided by the organisation, 50% of the respondents are highly satisfied. Only a 

few are dissatisfied. 

Code of conduct 

opinion No. of workers Percentage 

Excellent 15 25 

Good 10 16.66 

Poor 35 58.33 

Total 60 100 

Source: Primary Data        Table No: 3 

 

By analysing the opinion of the employees about code of conduct in the organisation, majority workers are not happy 

with the present code of conduct. 
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Business ethics 

opinion No. of workers Percentage 

Excellent 25 41.66 

Good 25 41.66 

Poor 10 16.66 

Total 60 100 

Source: Primary Data        Table No: 4 

After analysing the ethical activities of the organisation, majority (83.32%) workers are satisfied with the present 

ethical activities. 

Fair wages 

opinion No. of workers Percentage 

Highly satisfied 30 50 

Satisfied 20 33.33 

Dissatisfied 10 16.66 

Total 60 100 

Source: Primary Data        Table No: 5 

Regarding the wage system followed by the organisation, we can understand that most of the respondents are 

satisfied with the present remuneration system. 

TESTING OF HYPOTHESIS 

H0 (Null Hypothesis): There is no significant association between corporate governance factors and satisfaction 

level of employees. 

H1 (Alternative Hypothesis): There is significant association between corporate governance factors and satisfaction 

level of employees. 

Hypothesis was tested by using Chi-Square Test. 

 

 

 

OBSERVED FREQUENCIES 

Corporate 

governance factors 

Satisfied Not satisfied Total 

Work conditions 20 40 60 

welfare measures 40 20 60 

Code of conduct 25 35 60 

Business ethics 50 10 60 

Fair wages 50 10 60 

Total 185 115 300 

          Table No: 6 

 

http://www.ijrar.org/


© 2019 IJRAR May 2019, Volume 6, Issue 2                                    www.ijrar.org  (E-ISSN 2348-1269, P- ISSN 2349-5138) 

IJRAR19K1473  International Journal of Research and Analytical Reviews (IJRAR)www.ijrar.org 263 
 

EXPECTED FREQUENCIES 

Corporate 

governance factors 

Satisfied Not satisfied Total 

Work conditions 37 23 60 

welfare measures 37 23 60 

Code of conduct 37 23 60 

Business ethics 37 23 60 

Fair wages 37 23 60 

Total 185 115 300 

Table No: 7 

TABLE FOR OBSERVED FREQUENCIES AND EXPECTED FREQUENCIES 

O E O-E (O-E)2 (O-E)2/E 

20 37 -17 289 7.810 

40 37 3 9 0.243 

25 37 12 144 3.891 

50 37 13 169 4.567 

50 37 13 169 4.567 

40 23 17 289 12.56 

20 23 -3 9 0.391 

35 23 12 144 6.260 

10 23 -13 169 7.347 

10 23 -13 169 7.347 

Total  54.983 

Table No: 8 

Table value of x2 with degrees of freedom (r-1) (c-1) 

(5-1) (2-1) = 4 @ 5%of level of significance = 9.488 

The computed value of x2 is more than the table value of x2 @ 5% level with degree of freedom = 4 

Therefore the H0 (Null Hypothesis) is rejected and Ha (Alternative Hypothesis) is accepted. That means there is 

significant association between corporate governance factors and satisfaction level of employees. 

 

FINDINGS 

After analysing the working conditions of the organization the researchers got a clear idea that, majority of the 

workers are not satisfied due to inadequate dust and sound control system, temperature ventilation and lighting, 

outdated training facilities, insufficient safety measures.  

1. After analysing the working conditions of the organization the researchers got a clear idea that, majority of 

the workers are not satisfied due to inadequate dust and sound control system, temperature ventilation and 

lighting, outdated training facilities, insufficient safety measures.  

2. Regarding the welfare measures provided from the organization out of the total sample size a majority of the 

respondents are satisfied with the available welfare facilities such as recreational club, library, canteen, 
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cooperative society, and tour programs twice in a year, sports and arts day etc. But a few of them are 

dissatisfied.  

3. By analysing the opinion of the employees about code of conduct of the organization they said that they are 

maintaining a hormonal relationship among themselves and to the management. Rules and regulations 

implemented by the organization are beneficial to the employees.  

4. About ethical activities of the organization the workers said that they are satisfied the impartial attitude of the 

management to the workers and a good grievance redressel system for the employees.  

5. Regarding the wage system of the textiles out of total respondent’s majority of respondents said that they are 

getting sufficient wages when compared to other same level of industry.  

SUGGESTIONS 

1. Ensure adequate safety measures like proper health care facilities, dust and sound control system, proper 

ventilation and temperature control facilities. 

2. Employees and management should strictly follow the rules and regulations framed by the Govt. 

3. Maintaining high morale and better human relations inside on organization by sustaining and improving the 

working conditions. 

4. The management should improve the wage scale of workers to increase the satisfaction level and thereby 

increase their efficiency. 

5. To provide adequate training facilities for their employees, it improve their carrier advancement 

 

 

CONCLUSION 

The existence of a good corporate governance system is vital for organizational progress and positive employee 

behaviour. We found in this study that good corporate governance significantly and positively predicted employee 

job satisfaction; and the three dimensions of corporate governance (i.e. corporate structure, corporate code of 

governance and internal control) significantly and positively predicted job satisfaction. The establishment of a good 

corporate governance system is therefore necessary to elicit good behaviours from employees. This is because a 

satisfied employee is a productive employee. So if a good corporate governance system is capable facilitating job 

satisfaction, the need to create one, maintain and improve it is a clarion call on all organizational leaders. 
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ABSTRACT 

In India the co-operative movement was started at the beginning of the present century. It was 

the result of the economic distress caused to the peasants during this period. Although the 

idea of forming co- operative societies was first suggested by Frederic Nicholson to solve the 

problem of rural indebtedness, a real beginning of the co-operative movement was made 

when the Cooperative Societies Act was passed in 1904. This was done with a view to 

encouraging thrift, self-help and co-operation amongst agriculturists, artisans and persons of 

limited means. Societies formed under the Act were given legal status and were authorized to 

raise funds and carry on business in a corporate capacity. They were classified as rural and 

urban; rural societies were bound to accept the principle of unlimited liability. This Act 

however, was deficient in many respects. The Act of 1912 was therefore, passed to make 

good these deficiencies. It regularized certain practices of doubtful legal validity and made 

provision for further expansion under proper safeguards. The distinction between rural and 

urban societies was removed and a more scientific classification based on limited or 

unlimited liability was adopted. Co-operative societies other than credit were allowed to be 

formed. Registration of unions and federal bodies like central banks was expressly legalized 

and a number of minor improvements were introduced. The simplicity and elasticity of the 

old Act were at the same time retained and a wide rule-making power was left to provinces to 

develop on their own lines. 

KEY WORDS: Financial Analysis, Co-operative society. 

OBJECTIVES OF THE STUDY 

1. Assessment of past performance and current situation. 

2. To study the financial performance 

3. To compare the financial position of last 5 year. 

SCOPE OF THE STUDY 

It covers mainly the deposit and financial performance of the Vanitha service co-operative 

society ltd. The continuous data of the last 5 year that is from 2013-14 to 2017-18 are used to 

analyze the performance of the society 

RESEARCH METHODOLOGY 

The study is based on the case method and importance is given to secondary data as sources 

of information. The data requires for the study are collected through the discussion with the 

officials of the society. The data are collected from records, registers and annual statements of 
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the society. Appropriate statistical tools are being used in order to explain the real working of 

the society. 

TOOLS AND TECHNIQUES 

Various tools are used to evaluate the significance of financial statement data. Three 

commonly used toots are these 

 Ratio Analysis 

 Comparative Income Statements 

RATIO ANALYSIS 

One of the method for analyzing financial statements is the use of many kinds of ratios. You 

use ratios to calculate the relative size of one number in relation to another. After you 

calculate a ratio, you can then compare it to the same ratio calculated for a prior period, or 

that is based on an industry average, to see if the company is performing in accordance with 

expectations. In a typical financial statement analysis, most ratios will be within expectations, 

while a small number will flag potential problems that will attract the attention of the 

reviewer. The methods to be selected for the analysis depend upon the circumstances and the 

users' need. The user or the analyst should use appropriate methods to derive required 

information to fulfil their needs. 

COMPARATIVE FINANCIAL STATEMENTS 

Comparative financial statements are those statements which have been designed in a way so 

as to provide time perspective to the consideration of various elements of financial position 

embodied in such statements. In these statements figures for two or more periods are placed 

side by side to facilitate comparison. 

Comparative Income Statement 

This statement discloses the net profit or net loss resulting from the operations of business. 

Such statement shows the operating results for a number of accounting periods so that 

changes in absolute data from one period to another period may be stated in terms of absolute 

change or in terms of percentage. 

Comparative Balance Sheet 

This statement, prepared on two or more different dates, can be used for comparing assets and 

liabilities and to find out any increase or decrease in these items. 

PERIOD OF THE STUDY 

The performance of the society during the year 2013-14,2014-15,2015-16,2016-17,2017-18 

are covered by this study. 

LIMITATION OF THE STUDY 

 The study is mainly depend on secondary data, which were collected from books and 

records of the society. 

 Short time period 

 Less budget 
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CURRENT RATIO 

YEAR CURRENT CURRENT CURRENT 

 ASSET LIABILITY RATIO 

2013-14 25545535 6599109 3.87 

2014-15 32687735 8735106 3.74 

2015-16 40913934 8772277 4.66 

2016-17 44131583 17428724 2.66 

2017-18 55776752 25950953 2.53 

 

INTERPRETATION 

As a conversion, the standard current ratio is 2:1. From the above table we can see that the 

society’s current ratios in all years are above the standard ratio. Therefore in the society too 

much money is blocked. 

LIQUIDITY RATIO 

YEAR LIQUID CURRENT LIQUIDITY 

 ASSET LIABILITY RATIO 

2013-14 1621879 6599109 0.24 

2014-15 2401106 8735106 0.27 

2015-16 6684763 8772277 0.76 

2016-17 1383630 17428724 0.08 

2017-18 1836149 25950953 0.07 
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INTERPRETATION 

The standard liquid ratio is 1. Here the society’s liquid ratio is lower than the standard ratio. 

So the society have insufficient quick assets. 

DEBT EQUITY RATIO 

YEAR LONG TERM SHAREHOLDERS DEBT- 

 DEBT FUND EQUITY RATIO 

2013-14 17859295 4522328 3.95 

2014-15 25856560 5282559 4.89 

2015-16 35143987 6751824 5.20 

2016-17 30201505 10758892 2.81 

2017-18 33782919 10771768 3.14 
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INTERPRETATION 

The standard or ideal debt equity ratio is 1:1. Here the society’s debt equity ratio is higher 

than the standard ratio. Therefore the society may be adopted to take advantage of cheaper 

debt capital. 

PROPRIETARY RATIO 

YEAR SHAREHOLDERS TOTAL PROPRIETARY 

 FUND ASSET RATIO 

    

2013-14 4522328 26814111 0.17 

2014-15 5282559 36912472 0.14 

2015-16 6751824 46506407 0.14 

2016-17 10758892 51136054 0.21 

2017-18 10771768 63354478 0.17 

 

INTERPRETATION 

The standard proprietary ratio is 0.5:1. Here the society’s proprietary ratio is lower than the 

standard ratio. So the society shows greater risk to the creditors. 
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SOLVENCY RATIO 

YEAR TOTAL TOTAL SOLVENCY 

 ASSET DEBT RATIO 

2013-14 

26814111 

22224920 1.21 

   

2014-15 36912472 30541906 1.21 

2015-16 46506407 40544503 1.15 

2016-17 51136054 36077956 1.42 

2017-18 63354478 4079002 1.55 

 

INTERPRETATION 

The solvency ratio indicates the degree of solvency of a society. Here the solvency ratio is 

more than 1. If the ratio is more than 1, the lenders can breathe a free air as their investment is 

secured. In the society the solvency and the financial position are strong. 
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COMPARATIVE BALANCESHEET 

 

INTERPRETATION 

From the above comparative balance sheet 2014 is taken as base year. In 2015, total fixed 

assets have increased by 93%, total current assets have increased by 28%, shareholders fund 

have increased by 17% and total current assets have increased by 43%.Generally there is an 

overall increase in total assets in 2015 over 2014 only by 37%. In 2016, total fixed assets 

have increased by 157%, total current assets have increased by 60%, shareholders fund have 

increased by 49% and total current assets have decreased by 33%.Generally there is an 

overall increase in total assets in 2016 over 2014 only by 73%. In 2017, total fixed assets 

have increased by 270%, total current assets have increased by 73%, shareholders fund have 
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increased by 138% and total current assets have increased by 164%.Generally there is an 

overall increase in total assets in 2017 over 2014 by 100%. In 2018, total fixed assets have 

increased by 281%, total current assets have increased by 118%, shareholders fund have 

increased by 138% and total current assets have increased by 293%.Generally there is an 

overall increase in total assets in 2018 over 2014 only by 141%. 

 

 

FINDINGS: 

1) A current ratio of 2:1 is considered as an ideal one. In all the 5 years the current ratio 

is above the standard. It indicates that too much money is blocked in the society. 

2) A liquid ratio of 1:1 is considered as an ideal one. In all the 5 year except one year the 

ratio is below the standard. 

3) In all the five years the society’s debt equity ratio is above the standard. It indicates 

higher proportion of debt contents in the capital structure. 

4) A proprietary ratio of 0.5:1 is considered as ideal. All the five years proprietary ratio 

is below the standard. It shows greater risk to the creditors. 

5) A higher solvency ratio indicates that the financial positions are strong. All the five 

year the society’s solvency ratio is more than 1. 

6) The membership position of the society is increasing during the study period. Most of 

the members are belongs to A-class members. 

7) The share capital position of the society shows a fluctuating trend. 

8) Loan position of the society is fluctuating one. 

9) Paid up share capital position of the society shows decreasing and increasing trend. 

10) Current asset and liability position of the society shows a fluctuating trend during the 

study period. 

11) Saving bank deposit performance of the society shows in increasing trend. 

12) Day deposit, group deposit and tariff deposit, position of the society shows a 

fluctuating trend. 

13) Current asset and liability position of the society shows increasing trend. 

14) The major source of finance of the bank consists of share capital reserve fund 

deposits. 
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SUGGESTIONS: 

 The society should increase its membership position. 

 In order to avoid overdue, sufficient field staff should be appointed to see that the 

loans sanctioned are utilized for specific purpose only. 

 The society should take effective measures to the utilization of loan availed. The 

society should conduct inspection regularly. 

 Effective measures should be taken to increase the net profit of the society. 

 Loan should be given by right base, right purpose and only to eligible member 

 The society should reduce over expenditure. 

 In order to raise working capital, society should encourage the members to deposit 

their savings in the society. 

 Current asset and liability position of the society should increase. 

 Saving bank deposit performance of the society should increase. 

CONCLUSION 

Panathadi-Vanitha Service Co-operative Society is in its state as able to satisfy the needs of 

its members. The society has the full support of the people of that area, which help the society 

for grown with a good performing condition. The society is working efficiently for serving 

the people. The reason behind the savers of the society is hard work of employs and 

managing committee. Co-operation is based on the value of self-help, self- responsibility, 

democracy; Co-operation was the chaotic situation in the political and economic spheres of 

the industrial life. The education of the members on the principle and practice of co-operation 

is one of the prerequisite for the success of a co-operative society. 

On the basis of various techniques applied for the financial analysis of Panathadi Vanitha 

Service Co-operative society we can arrive at a conclusion that the financial position and 

overall performance of the society is satisfactory. Though the income of the society has 

increased over the period but not in the same pace as of expenses but the society has 

succeeded in maintaining a reasonable profitability position. The overall financial position of 

the company is quite healthy and over the last years which covered the period of the study, 

the financial position has improved. 
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Abstract 

Tax is a way of collecting revenue from individuals, companies or other entities by the 

government in order to finance state expenditure.It is considered as the most important 

sources of government’s incometo drive the economic growth and achieve the status of 

a developed country and high income. Thus, there are various taxes levied on the users 

such as direct taxes and indirect taxes. Direct taxes are taxes on income, while indirect 

taxes are taxes on goods andservices of both types of taxes mentioned, GST is included 

in the second type of tax, where it is a system of taxation of expenses or use of goods 

and services. The idea behind having one consolidated indirect tax to subsume multiple 

currently existing indirect taxes is to benefit the Indian economy in a number of ways. 

There will now be a single tax on goods and services. In addition to the above, the 

Goods and Services Tax Law aims at streamlining the indirect taxation regime. As 

mentioned above, GST will subsume all indirect taxes levied on goods and service, 

including State and Central level taxes. The GST mechanism is advancement on the 

VAT system, the idea being that a unified GST Law will create a seamless nationwide 

market. In this research, the researcher is trying to understand the awareness level of 

general public about Goods and Service Tax (GST). 

Key words: GST, Goods and Service Tax, Awareness. 

STATEMENT OF THE PROBLEM 

GST is considered the world's best tax system based on the implementation of the country 

which has implemented the GST.GST has just being applied in India. The government and its 

crew are still in their way to spread out the information of GST in order to combat confusion 

among people. It is an issue if people are still unaware or confuse with the tax system of 

GST. GST is a popular issue that is being discussed by people day to day, it is necessary to 

know whether the public are aware of the government’s plan and do they have knowledge on 

this issue. Therefore this study makes an effort to test the awareness of the public on the 

implementation of Goods and Services Tax (GST) 
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OBJECTIVES OF THE STUDY 

1. To have an overview about the Goods and Service Tax (GST). 

2. To have a study on public awareness towards GST 

3. To provide suggestions based on the findings of the study. 

RESEARCH METHODOLOGY 

    The research was based on both primary data and secondary data. Primary data was 

collected by using questionnaire and secondary data have been collected from journals, 

websites etc. The researcher was not possible to study the entire population of Public 

Awareness about GST in KASARAGOD district. So the researcher has collected only limited 

respondents i.e. 200 respondents.  

 Region Of Research 

The geographical area of the research is KASARAGOD district, Kerala. Since there is 

a lack of time, the region is restricted to a small area. 

 Research design 

The research is an analytical study. The design is based on the objectives of the study 

and the hypothesis of the study. Selection of respondents was made randomly. The 

method used in this study was quantitatively using questionnaire as the main 

instrument. A set of questionnaire which consists of 10questions designed to gain 

primary data. Data in relation to provisions for goods and service tax would be 

collected from the existing law.  The data collected through the interviews and 

questionnaires will be subject to further statistical methods of analysis. 

 Sampling 

The population of the study consists of students,accountants, tax payers and the 

general public. Out of the population a sample of 200 persons are to be recognized as 

the sample size. The sample will be collected based on purposive sampling. A limited 

number of sample is only practicable since the lack of time. Thus the sample size is 

limited to 40 based on convenient sampling. 

 Tools for data collection 

The study involves collection of both primary and secondary data. Primary data is 

being collected by using structured questionnaire. The questionnaire before actual use 

is analyzed through pilot testing. The difficulties identified in pilot testing are 
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removed before finalizing the final questionnaire. This questionnaire will be 

distributed to the selected sample.Secondary data were collected through published 

and unpublished reports on GST impacts on Indian economy, various journals, and 

various websites related with GST etc…. 

 Hypothesis 

H0: Public are well aware about GST 

H1: Public are unaware about GST 

 Tools for Data Analysis 

 Percentage Analysis 

 Chi-Square Test 

DATA ANALYSIS & INTERPRETATION 

The present study is mainly based on primary data. A detailed questionnaire was prepared for 

collecting data from the Merchants and service providers in KASARAGOD DISTRICT. The 

sample size is limited to 200 and all works are performed on the basis of these samples. 

 The data collected by using questionnaire were analyzed and tabulated extensively 

using different graphs and diagrams. The analysis is mainly based on percentage analysis.  

The secondary data is mainly obtained from websites, journals and newspapers. The term 

interpretation is used to give explanation and significance of collected data.   

Table No: 1 

SOURCE OF INFORMATION ABOUT GST 

OPINION NO OF RESPONDENS PERCENTAGE 

Friends 15 7.5 

Family 35 17.5 

Mass media 120 60.0 

Online access 30 15 

TOTAL 200 100.00 

Source: Primary Data        

The above table shows the respondents source of awareness about GST. Out of the 

totalrespondents taken for the study, 60 % of the public are aware of GST through mass 

media, 7.5 % ofthe public are through friends, 17.5 % of the public are through family 
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discussion and the remaining15% of the public are through online sources. Majority of the 

public are aware of GST throughmass media. 

Table No: 2 

GST CHECKS THE TAX EVASION PERIODICALLY 

OPINION NO OF RESPONDENTS PERCETAGE 

YES 30 15 

NO 50 25 

NO IDEA 120 60 

TOTAL 200 100 

Source: Primary Data        

The table above shows the opinion of the public against the term tax evasion.It is seen that 

many of the people are not aware about the concept of tax evasion.15 percentage are respond 

that GST checks tax evasion periodically. 25% are of the opinion that GST doesn’t check tax 

evasion periodically and it is seen that majority of the respondents i.e.; 60 % are having no 

oipinion about the problem. 

Table No: 3 

ITEMS NOT SUBJECT TO GST 

OPINION NO OF RESPONDENTS PERCENTAGE 

COOKING OIL 5 2.5 

BOOKS 20 10.0 

PETROL 100 50.0 

CLINIC 15 7.5 

TOBACCO 60 30.5 

TOTAL 200 100.00 

Source: Primary Data        

The above table and pie diagram shows various opinions on which item is excluded from the 

charge of GST from the given options. It is seen that about 30% of the respondents agree that 

‘tobacco’ is  excluded from GST,  7.5 % are agree upon ‘clinic’ 50% are belongs to ‘petrol’ 

and 10% are on  ‘books’ . Remaining 2.5 % are with the opinion of ‘cooking oil’ 
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Table No: 4 

WHETHER ALL PERSONS NEED TO BE REGISTERED UNDER GST 

OPINION NO OF RESPONDENTS PERCENTAGE 

YES 65 32.5 

NO 135 67.5 

TOTAL 200 100 

Source: Primary Data        

The above table shows the opinion of respondents on ‘whether all the business need to be 

registered under GST ?.’ it can be understood from the above table that more than half of the 

respondents are aware that all the business are not taxable person according to law. 67.5% are 

supporting that all ‘person’ are not taxable. Remaining 32.5% are provided their opinion as 

all business are taxable and need to be registered under GST. 

Table No: 5 

GST WILL ELIMINATE CASCADING EFFECT 

OPINION NO OF RESPONDENTS PERCENTAGE 

YES 75 37.5 

NO 65 32.5 

NO OPINION 60 30.0 

TOTAL 200 100.0 

Source: Primary Data        

The above tables describes the responces by the respondents on one of the feature of GST 

i.e,; removal of cascading effect. It is the fact that 37.5 % of the respondents are agrees that 

GST will remove cascading effect . but the remaining 62.5% of the respondents are either of 

the opinin of it will not eliminate cascading effect or no opinion. 12 respondents are doesn’t 

having any opinion on this matter. 

Table No: 6 

NEED MORE AWARENESS PROGRAMES ABOUT GST 

OPINION NO OF RESPONDENTS PERCENTAGE 
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YES 170 85 

NO 30 15 

TOTAL 200 100 

Source: Primary Data        

The above table provides the opinion of the public on the issue of awareness programmes . it 

shows a clear picture that 85% of the respondents are in need of various awareness 

programmes about GST. Only remaining 15% of the respondents  are aginst such opinion .  

Table No: 7 

AWARENESS LEVEL ABOUT GST 

OPINION NO OF RESPONDENTS PERCENTAGE 

Very Well 10 5 

Well 25 12.5 

Adequate 40 20 

Poor 50 25 

Very Poor 75 37.5 

TOTAL 200 100 

Source: Primary Data        

CHI-SQUARE TEST 

O E O-E (O-E)
2 

(O-E)
2
/E 

10 40 -30 900 22.5 

25 40 -15 225 5.63 

40 40 0 0 0 

50 40 10 100 2.5 

75 40 35 1225 30.63 

  TOTAL: 61.26 

 

X
2
=61.26 

Degree of Freedom= r-1 = 5-1 = 4 

α =0.05 = 5% 

Critical value (Table Value) = 9.488 
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Calculated value (61.26) is in rejection area, hence we can reject the Null Hypothesis and 

accept Alternative Hypothesis. 

 

FINDINGS 

 From the test result, we can find out that public are unaware about GST. 

 General public are demanding for more awareness programs. 

 Majority of the public getting information of GST through mass media. 

 Majority of the respondents are not at all aware about the term tax evasion and the 

role of GST tax authority on checking tax evasion regularly. 

 From the data derived from the opinion of the public it is concluded that half of the 

total respondents are not aware about the items excluded from GST. The GST law 

of India states that GST would be applicable to all goods other than alcoholic liquor 

for human consumption and five petroleum products, viz. petroleum crude, motor 

spirit (petrol), high speed diesel, natural gas and aviation turbine fuel. Only 50% of 

the respondents provided with correct option remaining are not aware about the 

items excluded in the GST. 

 More than half of the respondents are known the fact that all person need not be 

registered under GST. But a portion of the respondents are on the opinion that every 

person is taxable person. Thus it is concluded that there need more clarification on 

this issue among the public. 

 From the opinion given by the respondents it is understood that majority of the 

respondents are in need of further awareness about GST. It is clear that many of 

them are not aware about the concepts of GST and who are interested in knowing 

GST further. It is assumed that remaining 15% of the respondents are 

knowledgeable persons on the concepts and terms of GST. Thus there is a need of 

various awareness programs. 

 Elimination of cascading effect is one of the main feature of GST. Many of the 

respondents are doesn’t have any opinion on this matter. Thus it is concluded that 

people need to be aware about the concept of cascading effect. The working of such 

effect and how GST would eliminate cascading effect of tax.  
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CONCLUSION 

GST is considered the world's best tax system based on the implementation of the country 

which has implemented the GST.GST has just being applied in India. The government and its 

crew are still in their way to spread out the information of GST in order to combat confusion 

among people.After analyzing the information and result of Chi-square test, we can conclude 

that most of the common people are unaware about GST. 

BIBLIOGRAPHY 

https://services.gst.gov.in/services/login https://timesofindia.indiatimes.com 

www.cbic.gov.in/htdocs-cbec/gst/index https://www.gst.gov.in 

https://economictimes.indiatimes.com www.gstcouncil.gov.in/state 

********** 



Research Paper
Impact Factor: 4. 695
Peer Reviewed & Indexed Journal

IJMSRR
E- ISSN - 2349-6746

ISSN -2349-6738

International Journal of Management and Social Science Research Review, Vol-1, Issue-46, April-2018 Page 66

A STUDY ON CUSTOMER SATISFACTION OF INTERNET BANKING SERVICE QUALITY
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Abstract
The banking industry has been rapidly developing the use of Internet banking as an efficient and viable tool to create
customer value. It is one of the popular services offered by the traditional banks to provide speedier and reliable services to
online users. With the rapid development of computer technology as a commercial too Internet banking can be used to attract
more customers to perform banking transactions in related banks. However, the main problem of Internet banking faced by
the providers is that a large number of the banks’ customers are not willing to use the Internet banking services offered. This
happened due to the services offered through Internet banking have yet to satisfy their customers. Customer satisfaction is an
important factor to help banks to sustain competitive advantages. Therefore, the purpose of this research is to search and
examine the customer satisfaction towards Internet banking.

Keywords: Internet Banking, Service Quality, Customer Satisfaction, Security.

Introduction
Banking sector plays a significant role in the development of an economy. The advent of Information Technology (IT) and its
convergence with communication technology have drastically changed the landscape of banking services across the globe.
Over the past few decades, banks all over the world have been investing substantial amounts of money in IT with the avowed
objectives of improving operational efficiency, competitive position and product innovation. The use of IT in the banking
sector has contributed to the emergence of more flexible and user friendly Self Service Banking Technologies (SSBT) to
address the rapid and changing needs of banking customers. It has changed the face of global banking sector radically
altering the manner in which customers conduct their banking transactions. Indian banking sector too has followed the same
path and the gap between Indian banks and their counterparties in the technology advanced countries is vanishing.

Statement of Problem
Customer satisfaction is a complicated mix of “hardware” (technology, product, price, quality etc.) and “software” (attitude,
responsiveness, deliverance, communication etc.). Today’s customers are not satisfied with care and courtesy alone, they
expect concern and commitment. In this competition environment not the oldest, not the strongest and not the first can
survive, but only the “best” can survive. The success of Internet Banking not only depends on the technology but also on the
large extend the attitude, commitment and involvement of the operating at all levels and how far the customers reap the
benefits from Internet banking services. The purpose of this study is to examine the customer satisfaction with various
service quality dimensions.

Objectives
1. To identify the factors affecting customer satisfaction on Internet Banking service quality.
2. To evaluate the satisfaction level of Internet Banking users.
3. To examine the major problems faced by users while using Internet Banking services.
4. To identify the level of trust and awareness level on the security features of Internet Banking.

Significance of the Study
Internet has established its role as a powerful economic force multiplier with a new studyprojecting that its contribution to
India’s GDP will explode to $100 billion (Rs 5 lakh crore) .The increasing usage of internet in Kerala is evident from the fact
in the previous years. People ofKerala are becoming e-literate through ‘Akshaya’ project undertaken byGovt. of Kerala in
2005, which imparts training to one person from one family to makepeople aware of the basics and scope of IT, hands-on-
skill in operating a computer and use ofinternet. Both availability of access to internet and e-literacy are essential
prerequisites for theadoption of internet banking. More access to computers and the internet, the greater is the possibility of
the use of internet banking. Similarly, the more people are becoming e-literate,the more is the possibility of doing internet
banking.

At present, public utility service providers are encouraging their customers to make payment   of their utility bills online..
However, research studies indicate thatcustomers’ security and risk are the major inhibitors to the adoption of IB. therefore,
in order to ally the apprehensions of customers about the risk associated with the use of IB, the providers need to educate and
enlighten customers regarding the safe use of IB by asking them to take the required precautions. However, a comprehensive
research investigating the extent of IB use, precautions taken by IB users for safe banking over internet, awareness and trust
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of customers on the security features adopted by banks to guard them against the risk of fraud, the service quality dimensions
and their effect on customer satisfaction, problems encountered by IB users during service delivery etc. Hence, the present
study is quite relevant and timely from the point of view of both academic and banking industry.

Research Methodology
Research methodology refers to the theoretical analysis of the methods appropriate to a field of study or to the body of
methods and principles particular to a branch of knowledge.

Data Sources
The study makes use of primary and secondary data. The primary data is collected from the IB users through a structured
questionnaire. Secondary data collected from various sources like Articles, websites, Lecture books etc

Period of Study: The study is conducted for a period of 21 days from 2nd week of April 2018.

Research Instrument: A well-structured questionnaire was prepared with a view to collect information from Internet
banking Users.

Population: Population comprises all the customers who were using Internet Banking Services in kasaragod.

Sample Size: Due to the limited period of study, only 100 customers selected as sample unit from the population.

Method of Sampling: Random Sampling Method is used for selecting the Sample Unit.

Types of Analysis
Bi-variable analysis was done for establishing relationship among the variables under study.
Tools used for analysis

1. Friedman Test.
2. Kruskal-Wallis Test.

Limitations of the Study
1. Selected Sample is limited to 100. Hence findings cannot be generalized.
2. Respondents may be biased. So the collected data may not be reliable.
3. Customers’ preferences and opinions are supposed to change from time to time.

RahmathSafeena et al (2011) found that banks need to highlight the benefits of IB, make IB easy to use, and enhance IB
security to improve consumers’ trust. They also need to make the consumers aware about the system by providing them about
the details of the benefits associated with it and also ensuring security of the system.

Dixit N. &Datta S.K., (2010) in their study, they found that country like India, there is need for providing better and
customized services to the customers. Banks must be concerned the attitudes of adult customers with regard to acceptance of
online banking. It is shows that adult customers are more reluctant to join new technologies or methods that might contain
little risk.

Khan M.S. &Mahapatra S.S., (2009), explored the service quality of internet banking operative in India from customer’s
perspective. It is observed that customers are satisfied with the reliability of the services provided by the banks but are not
very much satisfied with the dimension ‘User friendliness’.

Srivastava, (2007), reveals that the perception of the consumers can be changed by awareness program, friendly usage, less
charges, proper security, and the best response to the services offered. The study also provides the kind of correlation
between different factors. As per our basic assumptions we consider only those consumers who know how to use Internet and
have an access to Internet, and our study considered only the situation wherein banks provide Internet banking of their
colleagues or friends who surround him using Internet banking then it may influence his decision to follow Internet banking
option.

Sohail et al (2007), the results of the factor analysis in the present study produced three dimensions. While this result reveals
that “efficiency and security” is the most influencing factor in users’ evaluation of service quality, the factor group produces
a combination of diverse measures which may be due to the highly correlated nature of service quality dimensions.
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Analysis of Data
The analysis is presented in four parts

1. Demographic profile of respondents.
2. Reasons for using IB services.
3. Problems faced by IB users.
4. Level of trust on security features available in IB.

Friedman Test and Kruskal-Wallis Test are used for making these Analyses.

Table No.1: Demographic Profile of Respondents
Category No .Of

Respontents
Cumulative
Frequency

AGE

LESS THAN/=25 24 24
26 TO 30 25 49
31 TO 40 25 74
GREATER THAN/=41 26 100

GENDER MALE 64 64
FEMALE 36 100

EDUCATION
QUALIFICATION

UP TO PLUS TWO 13 13
GRADUATE 10 23
POST GRADUATE 70 93
PROFESSION 7 100

OCCUPATION
UNEMPLOYED 16 16
PUBLIC SECTOR 25 41
PRIVATE SECTOR 32 73
BUSINESS/PROFESSION 27 100

AVERAGE
MONTHLY
INCOME

LESS THAN/=10000 21 21
10001TO 20000 33 54
20001TO 30000 19 73
GREATERTHAN/=30001 27 100

TYPES OF
ACCOUNT

SAVINGS 77 77
CURRENT 23 100

USAGE OF
BANKING
SERVICE

LESS THAN/=5 34 34
6 TO 10 27 61
11 TO 15 18 79
GREATERTHAN/=16 21 100

USAGE OF IB
SERVICE

LESS THAN/=2 31 31
3TO 5 33 64
6TO 8 26 90
GREATERTHAN/=9 10 100

AVG MONTHLY
USAGE OF IB

LESS THAN/=3 25 25
4 TO 7 29 54
8 TO 10 19 73
GREATERTHAN/=11 27 100

ACCESSABILITY
OF
IB

VERY GOOD 21 21
GOOD 67 88
AVERAGE 10 98
POOR 2 100
VERY POOR 0 100

WEBSITE
PRESENTATION

VERY GOOD 16 16
GOOD 62 78
AVERAGE 20 98
POOR 2 100
VERY POOR 0 100
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Table 1.exhibit the profile of the sample respondents selected for the study. The majority of IB users belong to the age group
greater than 40. Gender wise classification shows that out of the 100 respondents, majority (64percent) are male. As to
education Qualification 70 percent are post graduate and only 7 percent are professionally qualified. From the table it can be
seen that majority (32 percent) are belong to private sector followed by business and profession. The monthly income
classification of the respondents reveals that majority of them falls under the income group 10001-20000 and almost 73
percent respondents were receiving less than 30000 as monthly income. The table shows that  77 percent respondents having
Savings bank a/c. the classification of the sample based on the usage of IB services shows that majority of respondents are
using IB for about 3 to 5 years and also, it may be seen that most of them (46 percent) using IB services for almost 8 and
above times. From the table it can be seen that majority of respondents have better perception and opinion about the
accessibility of IB services and Website presentation of Bank.

Reason for Using IB Services
Using of IB services is influenced by many factors. It might be because of speed, convenience, transaction efficiency, user
friendly characteristics etc…Friedman test is used to test the following hypothesis.
H0: there is no significant difference in the reason for using IB services of users.
H1: there is significant difference in the reason for using IB services of users.
The test results are presented in the following table.

Table No.2: Mean Ranks Obtained For the Reason behind In Using IB Services
Ranks

Mean Rank Rank

Speed 2.25 2

Convenience 2.01 1

Transaction Efficiency 2.49 3

User Friendly 3.25 4

The mean ranks obtained for the reason behind the using of IB services are stated above. The lower the ranks, the higher will
be the preference or preferable reason. As per table given that the highest preference is given to convenience (mean rank
2.01), followed by speed (mean rank 2.25) and transaction efficiency (mean rank 2.49).

Table No.3: Friedman Test
Test Statistics

N 100

Chi-Square 51.912

Df 3

Asymp. Sig. 0.000

a. Friedman Test

The chi-square static provides a value of 51.912, which is significant at 5 percent level of significance (0.000<0.05).
Therefore, the null hypothesis of “no difference in the reason for using IB services among selected users” is rejected. This
indicates the variation in the preference of users in the selection of IB service.

Problems Faced by Users while Using Internet Banking Services
Friedman test is used to find out the major problems faced by the users among the selected sample based on their perception
and experience and test the following hypothesis too.

H0: there is no difference in the perception on the problems faced by the IB users while using IB service
H1: there is difference in the perception on the problems faced by the IB users while using IB service
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Table No.4: Mean Ranks Obtained For the Problems Faced By the IB Service Users
Ranks

Mean Rank Rank
Inability to login of a/c 6.38 6
Account temporarily locked 7.05 8
Transaction failed and amount 7.12 9
Money lost without 8.39 12
Low speed 4.61 1
Connection problems 4.64 2
Personal information leaked 8.02 11
Inadequate customer support 6.66 7
Transaction details missing 7.14 10
Lengthy procedure 6.29 5
Inability to get one time 5.72 3
Delay in getting new 6.02 4

The mean ranks obtained for the problems faced by the users while using of IB services are stated above. The lower the
ranks, the higher will be the major problem. As per table given that the highest or major problem faced by the users is Low
Speed (mean rank 4.61), followed by Connection Problems (mean rank 4.64) and Inability to get One Time Password (mean
rank 5.72).

Table No.5: Friedman Test
Test Statistics

N 100
Chi-Square 135.868
Df 11
Asymp. Sig. 0.000
a. Friedman Test

The chi-square static provides a value of 135.88, which is significant at 5 percent level of significance (p = 0.000<0.05).
Therefore, the null hypothesis of “no difference in the perception on the problems faced by users while using IB services” is
rejected. This indicates the variation in the preference or perception on the problems faced by the IB users.

Level of Trust towards the Security Features of IB
Kruskal Wallis test is used to find the level of trust and to test the following hypothesis
H0: There is difference in the perception on the security features of IB among users having different Education Qualification
H1: There is no difference in the perception on the security features of IB among users having different Education
Qualification.

Table No.6: Education Qualification-wise means ranks on Security Features of IB services
Ranks

Qualification N Mean Rank
VeriSign Up to plus two 13 46.85

Graduate 10 52.00
Post graduate 70 50.61
Profession 7 54.07

Padlock symbol Up to plus two 13 51.96
Graduate 10 47.75
Post graduate 70 50.61
Profession 7 50.64

THE LETTER 's' IN THE URL Up to plus two 13 49.92
Graduate 10 48.00
Post graduate 70 49.49
Profession 7 65.29

Virtual keyboard Up to plus two 13 59.38
Graduate 10 32.40
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Post graduate 70 52.81
Profession 7 36.71

Sms/email alert Up to plus two 13 59.27
Graduate 10 51.40
Post graduate 70 50.11
Profession 7 36.79

Sign on password expiry Up to plus two 13 49.81
Graduate 10 52.65
Post graduate 70 48.59
Profession 7 67.79

Automatic lockout on multiple password incorrect Up to plus two 13 42.04
Graduate 10 65.10
Post graduate 70 48.29
Profession 7 67.50

Automatic timeout Up to plus two 13 48.08
Graduate 10 55.80
Post graduate 70 49.36
Profession 7 58.79

Mandatory use of special characters in password Up to plus two 13 41.69
Graduate 10 51.95
Post graduate 70 51.09
Profession 7 58.86

Address bar turning green Up to plus two 13 56.62
Graduate 10 54.10
Post graduate 70 49.05
Profession 7 41.21

Table No.7: Kruskal Wallis Test
Chi-Square

Verisig
n

P S Letter
'S' In

The Url

V K Sms/Emai
l Alert

S P E Almip Atianost Muscp Abtg

ChiSquare .409 .14
1

2.155 8.423 3.749 7.918

Df 3 3 3 3 3 3 3 3 3 3
Asymp.
Sig.
a. Kruskal Wallis Test
b. Grouping Variable: QUALIFIACTION

The Education Qualification wise mean rank table shows that users with professional Education Qualification have the better
perception and high level of trust on all the security features available in IB except Virtual Keyboard, SMS alert, Automatic
Lockout on Multiple Incorrect Password. All hypothesis except related to Virtual keyboard, Automatic Lockout on Multiple
Incorrect Password (ALMIP) are not rejected as the P values are 0.038 and 0.048. As related to hypothesis, other security
features are rejected as the P values are 0.938, 0.986, 0.541, 0.290, 0.331, 0.737, 0.499 and 0.611 (P>0.05) Therefore it can
be concluded that based on Education Qualification wise, there is significant difference among IB users in relation to level of
trust on security features – Virtual Keyboard and Automatic Lockout on Multiple Incorrect Password

Findings
1. Demographic profile of the Selected IB Users : Majority of respondents have better perception and opinion about the

accessibility of IB services and Website presentation of Bank.
2. Reason for Using IB Service: Out of the different factors that motivate the customer to use the IB service,

Convenience factor is most considered. The mean rank variation of all the motivating factors or reasons is
statistically significant in the output of Friedman test (P=0<0.05). Lowest mean rank is highly preferred. Here
convenience factor has the lowest mean rank (2.01), followed by speed (2.25).
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3. Problems Faced by the IB Users: The mean ranks obtained for the problems faced by the users while using of IB
services shows that the highest or major problem faced by the users is Low Speed and Connection Problems due to
Server Error. Friedman test is used for this purpose. The lower the ranks, the higher will be the major problem where
mean rank of Low Speed is 4.61, followed by Connection Problems (mean rank 4.64) and Inability to get One Time
Password (mean rank 5.72).

4. Level of trust of customers on Security Features available in IB : Majority of respondents are not aware of VeriSign
security and Padlock Symbol security. The Education Qualification wise mean rank table shows that users with
professional Education Qualification have the better perception and high level of trust on all the security features
available in IB except Virtual Keyboard, SMS alert, Address bar turning to green. Kruskal-Wallis used for this
purpose. As a result, it is observed that based on Education Qualification wise, there is significant difference among
IB users in relation to level of trust on security features – Virtual Keyboard and Automatic Lockout on Multiple
Incorrect Password.

Suggestions
1. Respondents are dissatisfied with online customer service representative. So there is a need to rectify the online

connectivity of the customer service representative.
2. People are so much conscious about the security measures whether it might provide privacy andsecurity for the

information that entered.
3. Out of the mentioned problems, it is founded that Low Speed and Connection problem due to server errors are the

major problems faced by Users. Therefore banks need to take corrective measures to improve their server efficiency.
4. Banks has to conduct various awareness programs in order to improve the level of awareness and knowledge of

customers about the functioning of IB and its attributes.

Conclusion
The results of this research indicated that transaction efficiency, ease of use, service content are important determinants of
customers’ satisfaction with internet banking. However, privacy and security problems, low speed and connection problems
due to server errors are the main/major problems faced by the IB users. It indicates that as cost and time customers spent on
internet banking increases, customers’ satisfaction will decrease. Therefore, this paper suggests certain policy implications
for the banking industry. Thus, the proposed model can be of help in planning efforts towards increasing consumers’
satisfaction. By improving these factors, bank management may increase adoption and satisfaction among internet bank
users. These also imply initiating appropriate actions to enhance basic facilities and improve privacy and security on internet
banking. This in essence will improve business transaction and thus increase overall customer satisfaction.
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A STUDY ON FACTORS INFLUENCING TEACHERS’ MOTIVATION AND JOB SATISFACTION
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Abstract
The general objective of this study was to identify factors influencing teachers’ motivation and job performance in schools
Kasaragod,Kerala. Specifically, the study sought to identify factors of motivation that can lead to teacher’s job satisfaction
and dissatisfaction, assess factors of motivation. The study employed some descriptive survey research design & research
techniques employed were mini questionnaires. The sample consisted 100 teachers randomly selected from schools. Data
were analysed descriptive statistics such as tables, and percentages while the qualitative responses were coded, categorized
and analysed into themes. The findings of the study show that motivation of teachers was affected by factors such as poor
working conditions, low salary/pay, unfavourable policies of school management, delays in promotions and in general a
negative perception towards teaching. Based on the findings, the study recommends various development measures to be
undertaken by school managements to improve job satisfaction as well teacher retentivity.

Keywords: Promotions , Training, Salary, Satisfaction.

Introduction
Teachers are arguably the most important group of professionals for our nation’s future. High quality education is
emphasized as the key tool for the development of students with the competences they need to adapt to the globalized
society and becoming global achievers. Several inputs contribute to the quality of education, which in turn determines the
student’s learning outcomes. However, the success and failure in achieving quality education lies primarily on teachers.
Hence, Teachers play a vital role in ensuring high quality education. Nyakundi (2012) explains teacher motivation is the
most important factor in the promotion of teaching and learning excellence. He adds, motivated teachers are more likely to
motivate students to learn and to ensure the implementation of education goals. The quality of an educational system cannot
outperform the quality of its teachers. While teacher motivation is fundamental to the academic process, research studies
show that many teachers in the developing countries are not highly motivated. According  to  Michaelowa (2002), several
factors negatively influence teacher motivation and job satisfaction in developing countries. This should be taken seriously
and an investigation into teachers ’motivation and job satisfaction is therefore necessary to achieve the educational goals. Ali
and Ahmed (2009) explained the strong positive effects of rewards and recognition on job motivation and satisfaction. Same
was applied with the findings of Katou (2008) who stated that motivation and job performance of employees can be
increased considerably if extra attention is given on employee’s reward and their recognition (Satisfaction, motivation,
knowledge, collaboration with partner sand colleagues, dedications, holding and participation may be in the order of the
most important aspects of human resource management results. Performance cannot be judged through a single yardstick
and that is dependent on various behavioural dimensions of an employees. There are no rules by which unusually good
actions could be gauged, and it can be pleasant behaviour, helping colleagues or punctuality (Flynn, 1998; Ali & Ahmed,
2009). Considering recognition, it can be said that it is an important factor affecting employee motivation. Recognition is a
public expression of appreciation given by a group to individuals who undertake desired behaviours (Fisher, & Ackerman,
1998).

Literature Review
Related literature on teacher motivation and job satisfaction both national and international were reviewed. Various theories
were also explored and the main factors that influence teacher motivation and job satisfaction were examined. Several
researchers, for their studies have developed a working definition for teacher motivation and job satisfaction. Richardson
(2014) defines teacher motivation as the internal and external  factor that stimulate desire in teaching to be continuously
interested and committed to make their best efforts to support students’ learning goals. Whereas Guajardo (2011) describes
motivation as the willingness, drive or desire to engage in good teaching. According to Gulnazet al. (2015) the word
“motivation” can be defined as the intrinsic and extrinsic drives or forces that determine focus, and direct behaviour of the
learners towards a specific target or goal. Further, Nyakundi (2012) defines job satisfaction as the feeling by the employee
towards the job they do about conditions of work and the rewards accrued. Employees’ satisfaction in their jobs is essential
for the company, which will prevent bad performance and huge losses. Several studies found that teacher motivation and job
satisfaction play key roles in the success of teaching and learning process. According to Ololube (2005) teacher motivation
and job satisfaction are crucial to the long-term growth of any educational system but as well very essential in the lives of
teachers as they form the fundamental reason for working. Further, Nyakundi (2012) indicates that teacher motivation is the
important factor for classroom effectiveness and school improvement. He asserts that higher levels of job dissatisfaction,
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stress and burn out negatively influence motivation and job performance. Sharif & Nazir (2016) ascertain that working
environment, pay and promotion, job security, and level of fairness have significant relationship with job satisfaction. They
further extend Low job satisfaction of the employees’ leads to lack of productivity, job stress, poor overall performance, &
employee turnover rate. They suggest by giving decent salaries and promotional opportunities, the performance of the
organization, service quality and job satisfaction among employees can be increased. The review of empirical studies on
teacher motivation in low income countries indicate that teacher motivation and job satisfaction is low and decreasing.
Further, Arachchi and Edirisinghe (2011) emphasize that, motivation and satisfaction of teachers are vital to play their role
in schools effectively. The present study was designed to explore motivation and job satisfaction of teachers in Hyderabad,
India.

Research Objectives
The study was designed to address the following objectives.

1. To identify the factors that related to teachers for the choice of their profession.
2. To examine teachers’ satisfaction in relation to their job.
3. To investigate the special objectives that teachers have in their job.
4. To suggest ways to improve job satisfaction of teachers.

Research Methodology & Significance of The Study
Sample
The sample of the study comprised of 100 Teachers from various colleges (Males=56 and Females=44) randomly drawn
from different schools in Kasaragod. Their age ranged from 28-55 years and their experience ranged from 1-22 years. The
study is a mix of descriptive and exploratory research design. Sample of 100 teaching staff/ administrators has been
randomly selected from various schools at kasaragod. Survey method was used for collecting the data from the respondents.
Researcher designed survey questionnaire was used to collect data from teachers. The quantitative data from the
questionnaire survey was analysed using simple descriptive techniques such as frequencies and percentages whereas the
qualitative data for the open-ended questions were analysed by coding and categorizing into emerging themes.

Significance: The purpose of the study was to examine teachers’ motivation and job satisfaction.

Results And Discussion
The questionnaire survey was used to understand, analyse as well explore the motivation and job satisfaction of teachers.
Table 1 summarizes the demographic information of the teachers participated in the study.
Table II of the questionnaire survey deals with the factors related to teachers for the choice of teaching profession and their
motivation towards teaching.

The following table illustrates the findings.

Table 1: Demographics of The Participants
Independent Variable Frequency

GENDER MALE 56
FEMALE 44

AGE 28 – 35 years 42
36- 45 years 47
46 – 60 years 11

STATUS ADMINISTRATORS 3
TEACHERS 97

AREA OF SPECIALIZATION SCIENCES 34
COMMERCE 38
ARTS & LANGUAGES 28

LENGTH OF SERVICE 1- 5 years 22
5- 15 years 64
16 – 25 years 14



Research Paper
Impact Factor: 5.471
Refereed, Listed & Indexed

IJBARR
E- ISSN -2347-856X

ISSN -2348-0653

International Journal of Business and Administration Research Review. Vol.1, Issue.22, April-June 2018. Page 77

Table 2: Factors Related To The Choice of The Profession And Motivation
# Item Yes (%) No (%)

1 Did you select teaching
profession on your own choice?

89 11

2 Do you want to go to any other
profession?

21 79

3 Are you involved in teaching
with full satisfaction?

34 66

4 Did you leave any other job to
continue teaching?

43 57

5 Do you like yourself as a
teacher?

96 4

6 Are you satisfied with your
present performance?

93 7

7 Do you feel yourself better than
others?

83 17

The  findings  in the above table indicates that, 89% of the teachers agreed that they selected teaching profession by their
own choice. On the other hand, all of them stated that nobody has pressurized them to choose this profession. Surprisingly,
21% of the respondents indicated that teaching was not their most preferred profession and they wanted to go to some other
profession.

However, 43% of the teachers said that, they got some other jobs and left it and joined in teaching. Teachers have also
responded to an open-ended question regarding the reasons for choosing teaching profession and their reasons are as
follows:

1. Love to teach kids and be with them.
2. Has vacations more compared to other professions and relatively less working hours comparing to other jobs.
3. No transfers.
4. Almost a permanent job.
5. 32% stated that they could not get any other job and so opted for this.
6. Can be a part of service to society.

The following table 3 explains the factors related to the job satisfaction of teachers.
Table 3: Factors Related To The Job Satisfaction Of Teachers

# Reasons for the satisfaction Yes (%) No (%)
1 Teaching is passion 84 16
2 Getting awards through improving students’ achievement 21 79
3 Self-satisfaction 14 86
4 Monetary benefits 34 66
5 Like to teach students and to improve their lives 88 12
6 Feeling happy to be with students 94 6

1. Among the respondent teachers 84% indicated they involved in teaching with full satisfaction. They were asked to
indicate the reasons for their satisfaction.

2. From the above data, teachers preferred teaching as it is passion for them and they are interested in attaining student
achievement & also they feel happy in being with students.

3. Comparing to males, more female teachers stated that they loved teaching. 21% satisfied by getting awards through
improving students’ achievement. Most of the male teachers indicated this reason. Less than 15% stated that they
involve in teaching for their self-satisfaction.

4. For the open-ended questions regarding the special objectives of teachers in their job, table 4 shows the responses
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Table 4: Teachers’ Objectives In Their Jobs
# Teacher’s objective Yes (%) No (%)
1 Would like to be a great inspiring teacher 97 3
2 Develop society and create responsible citizens 98 2
3 Teach students for their high achievement 92 8
4 For my personal growth only 89 11

Most of the teachers (98%) expressed that their objective in teaching is to develop good citizens. While 97% of them said
they like to be a good teacher. Others stated that their aims in teaching are to teach students for high achievement and to
create good society. 11% of the teachers’ objective is their personal development. It can once again be seen that teaches are
a lot dedicated professional.

Teachers were asked to respond to a question regarding their expectations to improve their job satisfaction and they have
suggested the following ways.

1. Conducting seminars and training workshops by the management to update their knowledge and to learn new
technologies.

2. Participating in the in-service professional development programmes and learning communities and be rewarded
for them.

3. Hike in teachers’ salary.
4. Motivating parents, society and other stakeholders to respect teachers and to value their service.
5. Transfer to nearby schools from the distant school
6. Should not be involved in govt related projects other than teaching

Table 5 summarizes the data of satisfaction of teachers in their profession.

Table 5: Satisfaction of Teachers In Their Profession
# Item Satisfied

(%
Just

Okay (%)
dissatisfied/disagree

(%)
1 Are you satisfied with your job? 28 62 12
2 Are you satisfied with the treatment by administrators

of your schools?
9 45 36

3 Are you satisfied with the working conditions? 10 34 56
4 Are there adequate learning and teaching materials in

your schools?
29 71 10

5 Are you satisfied with the training or orientation
programs conducted by your school for your academic
as well technology advancement?

41 23 36

6 Are you satisfied with the rewards you get from school
authorities?

13 36 51

7 Are you satisfied with the salaries? 14 21 65

Are our Teachers Satisfied: Regarding job satisfaction, the results illustrate that, most of the teachers, (62%) said their
level of job satisfaction was “just okay” meaning they were neither satisfied nor unsatisfied, and 28 % are satisfied while 12
% are not satisfied. By comparing the percentage of teachers who were neutral about their level of job satisfaction and that
of teachers who were satisfied, it is evident that the teachers’ level of job satisfaction was low. Referring to the findings on
teachers’ level of motivation above, one can deduce that there is a direct relationship between motivation and job
satisfaction as low motivation might be a result of job dissatisfaction.

Working Conditions: Teachers’ working conditions and basic infrastructure were reported not to be satisfactory. For
example, only 10% are satisfied with the working conditions in their respective schools were satisfactory while 90 % of the
teachers disagreed with the statement. This presents a serious and immediate need for teachers working conditions to be
improved to facilitate effective teaching in schools.
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Teaching and learning Materials: Adequate availability of teaching and learning materials is important for teachers to
perform their work effectively thus producing results. However, results from this mini- survey indicate that teaching and
learning materials are inadequate. School managements must focus on these, which are extremely important for the teacher
to develop their skills.

Teachers’ Promotions: Being promoted on time not only improves teachers’ motivation and satisfaction but also helps to
develop their careers. Results from this mini-survey show more than half of teachers (65 %) were promoted. However, only
20 % of the teachers reported that they were promoted on time.

Teachers’ Salaries: Results show that teachers are not satisfied with their salaries as only 14 % of the teachers reported that
their pay as teachers was satisfactory while 86% reported that their pay was poor or just manageable. Low  salaries is one of
the factors that cause teachers to quit profession. Challenges such as low salary and poor working conditions are thus among
the reasons for teachers’ job dissatisfaction. Unfortunately, it’s a fact that teachers were always lowly paid as compared to
other professions demanding same educational qualifications. A slow decline in respect for teachers in society is a concern
and is a factor for many teachers to quit profession.

According to teachers’ view, Poor pay, frequent disputes between teachers & administrators, extreme expectations from
parents & school managements, very low working conditions, overcrowded classrooms, very less training and inadequate
materials for teaching, disrespect in society are all factors, which contribute to de motivating  of teachers.

Teachers’ Views on Motivation Factor And Improving Job Satisfaction
An analysis of the proceedings of focus group discussions shows that most of the participants were of the view that
improving the working conditions and paying of extra allowances to teachers is one way of improving teachers’ motivation
and job satisfaction.

They also added that promoting teachers on time and paying their salary adjustments on time would improve their
motivation and job satisfaction.

The participants also said that treating teachers with some respect would help to improve their motivation and job
satisfaction.

Other participants believed that the government must take efforts to improve its relationship with teachers by framing
teacher friendly procedures.

Recommendations
The following are the key recommendations, which need to be considered to improve teachers’ motivation and job
satisfaction.
Salaries have a direct impact on the attractiveness and prestige of teachers. Hence, to improve teachers’ motivation and job
satisfaction, the school management should take serious measures to improve teachers’ salaries to enable them to improve
their living conditions by enabling them to cope with the high costs of living.

Also, schools must include mechanisms to recognize and reward teachers who perform exceptionally well compared to
others should be put in place to motivate them.

To motivate teachers, promote teacher’s retention and better work performance the school management should consider
paying hardship allowances/incentives to teachers working in difficult environments like in remote areas. Also,
performance-based incentives must be introduced.

Schools must provide a compulsory grant for every teacher and every year for their professional training or furthering their
academic qualifications. Also, a Certain   amount of money must be allocated to buy their necessary teaching materials
required in addition to the school supplies.

To achieve better learning outcomes, the working and living of teachers in difficult environments should be improved. This
includes making available housing, water, electricity, free education to children of teachers and necessary insurances etc.
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From this data, some people have considered joining teaching profession as the last resort, after plans to join other careers
have failed. Teaching is the easiest career to join and therefore attracts people who are not devoted to the profession.
Therefore, selection processes of those entering the teaching profession should be made rigid to attract more highly qualified
and dedicated candidates from diverse backgrounds. This will help to improve the status of the teaching profession. Also, in
service training programs should be well designed to allow more teachers to improve their professionalism and competence.

Also, students must be encouraged to take up this profession. In countries like USA, a program called Teach for America
was designed for young students with bachelor’s degree. They work in school and the Board of education support for their
fee for pursuing further courses along with their regular salary. Teach for India is also another program started in India and
may be this program can be given more thrust by the necessary authorities to address the shortage of serious teaching
professionals.

Non-financial factors like; Good communication channels, value employees, positivity and secrecy of teachers’ issues must
be taken care properly by school management.

Encouraging teamwork, propagating job security and good retirement plans. Providing a good retirement plan, family health
insurance plans etc. Will certainly become motivational factors to take this profession seriously especially for teachers
working in private schools. Although Government school teachers may enjoy these benefits, but it still at large for private
school establishments.

Teachers' schedules need to allow for time to improve and reflect on their practice. Teachers who are overworked and are
not given this time to reflect on their teaching are unable to review lessons taught, make necessary adjustments, and monitor
and revise based on student needs. Teachers who aren't given time to prepare for and review their classes are also at high
risk of burnout. Curriculum standards should be clearly articulated for the teachers, so that the skills addressed remain
consistent from classroom to classroom, but teachers should be given the freedom to work beyond those standards to best
meet the needs of their students.

Teachers also need to be provided sufficient, high-quality professional development programs to perfect their skills. Few
teachers already attend professional development sessions each year, but many of these are one-size-fits-all presentations
that may not necessarily translate into a teacher's classroom engagement .Professional development needs to be
differentiated as we differentiate for our students. Teachers should be able to dictate their needs and problems and work
through them in small professional learning communities with master guides to advise them. Key teaching concepts of
assessment, differentiation, and core content should be worked through in these learning groups, with relevance as close to
the individual classroom experience as much as possible. If teachers are given the opportunity in teacher-centered   learning
environments to master their skills, then they will be more able to transfer these skills into their students. -

Employees’ welfare services such as lunch, tea, good furniture, spacious & ventilated offices and a distinct corporate image
will be good for the professional pride. Respect and fair administration to the code of conduct by the school will ensure that
teachers own the professional conduct. The employer should enlighten teachers on the code of regulations and ensure that
they are conversant with it & deal with their issues with meaningful privacy.

Conclusion
Observing this data, it is recommended that awareness should be raised among parents and other stakeholders to respect and
recognize the status and importance of teachers in education. Further, Teachers should be provided with appropriate training
and professional development opportunities and be offered a better scale of pay at par with other professions. Employees
must be given tasks as per their expertise, which may cause high satisfaction and motivation. Precisely, management should
focus at transparent, equitable & competitive compensation system. The periodical salary increments, allowances, and other
compensations on regular & specific periods keep their morale high and make them more motivated and satisfied. In
summary, the school managements must put in place a sound professional and ethical management system for all teachers’
welfare issues that envisage teacher’s motivational needs, with a view of adequately meeting them. There are certain
limitations or constraints to the generaliz ability of the study, for example, consideration of inflation rate and unemployment
rate. However, there search is very important in building the relationship between teachers and their respective management
in local environment.
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Abstract 

Data mining plays an important role in the process of classifying 

between the normal and the cancerous samples by utilizing microarray 

gene data. As this classification process is related to the human lives, 

greater sensitivity and specificity rates are mandatory. Taking this 

challenge into account, this work presents a technique to classify 

between the normal and cancerous samples by means of efficient 

feature selection and classification. The process of feature selection is 

achieved by Information Gain Ratio (IGR) and the selected features 

are forwarded to the classification process, which is achieved by 

ensemble classification. The classifiers being employed to attain 

ensemble classification are k-Nearest Neighbour (k-NN), Support 

Vector Machine (SVM) and Extreme Learning Machine (ELM). The 

performance of the proposed approach is analysed with respect to three 

different datasets such as Leukemia, Colon and Breast cancer in terms 

of accuracy, sensitivity and specificity. The experimental results prove 

that the proposed work shows better results, when compared to the 

existing techniques. 

 

Keywords: 

Data Mining, Classification, Feature Selection 

1. INTRODUCTION   

Data mining is the technology that aims to gain knowledge 

from the datasets and the gained knowledge is represented in an 

intelligible fashion. Most of the research processes involve data 

analysis to come up with a research solution. Due to the 

advancement in medical science and technology, most of the 

biological researches rely on data analysis. Data analysis in 

biomedical field helps the experts to study and understand the 

patterns of normal and abnormal cases without any special effort. 

Cancer is the most life-threatening disease, which is found 

prevalently these days. Ignorance is the major cause for the 

progression of this disease. Several computer based technologies 

contribute in detecting different kinds of cancer. Among them, 

image processing and data mining techniques prove remarkable 

contribution in detecting cancer at an earlier stage. Advanced 

image processing techniques deal with digital images to detect the 

stage of the cancer. On the other hand, data mining techniques 

utilize biological data to detect the cancer.   

The interrelationship between the gene expression and the 

health condition of an individual is greater. Hence, this work 

utilizes the microarray gene expression datasets to distinguish 

between the normal and the abnormal genes. The normal and the 

cancerous gene expressions are studied and classified by machine 

learning algorithms. With the help of these microarray gene 

expressions, the type of cancer can be determined. The microarray 

gene expression data can be analysed in three different ways, 

which are supervised, unsupervised and semi-supervised 

techniques.  

Hence, the microarray technology utilizes the data mining 

approaches for analysing the microarray data. The microarray 

technology relies on the DNA (Deoxyribo Nucleic Acid), which 

is present in the nucleus of the cell. The DNA possesses two 

different segments called coding and non-coding segments. The 

coding segment is popularly known as genes, which is a vital 

component. The advancements of genetic engineering help in 

visualizing the entire structure of the cell. With the help of DNA 

microarrays, the genes can be analysed effectively and the 

expression level of genes is utilized to study the nature of disease. 

This is accomplished with the help of retrieving similar 

expression profiles. 

The supervised learning technique relies on prior knowledge 

that has been gained from the dataset. The classification system is 

trained with the dataset initially, followed by which the 

classification techniques can differentiate between the classes of 

the gene expression. Some of the popular classifiers for achieving 

the task of classification are k-Nearest Neighbour (k-NN) [1], 

Support Vector Machine (SVM) [2] and Relevance Vector 

Machine (RVM) [3]. The unsupervised techniques do not require 

any prior knowledge about the dataset and the related gene 

expressions are grouped together. Some of the popular gene based 

clustering techniques are observed in the works of [4-9]. Semi-

supervised techniques are the combination of supervised and 

unsupervised techniques.  

This research article aims to present a system for retrieving the 

microarray gene data of a particular class by employing 

supervised algorithm based on ensemble classification. The 

dimensionality of gene expression data is greater, such that it 

consumes more time to process the data and involves 

computational complexity. In order to make the microarray gene 

retrieval system efficient in terms of computation and time 

consumption, this work reduces the feature dimension by means 

of Information Gain Ratio (IGR). The IGR selects the necessary 

features from the dataset and the classification is carried out by 

ensemble classifier. The classifiers being utilised are k-NN, SVM 

and Extreme Learning Machine (ELM) respectively. The main 

contributions of this work are listed below. 

• The reduction of feature dimensionality helps in attaining 

reduced computational and time complexity. 

• The feature dimensionality of the microarray gene dataset is 

reduced by IGR. 

• The incorporation of ensemble classification results in 

enhanced accuracy rates and reduced misclassification 

results. 

The remaining sections of the paper are organized as follows. 

Related review of literature with respect to microarray gene 

classification is presented in section 2. The proposed microarray 

gene retrieval system is described in section 3. The performance 

of the proposed approach is analysed and the experimental results 
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are presented in section 4. Finally, the concluding points about the 

work are presented in section 5. 

2. REVIEW OF LITERATURE 

This section reviews the state-of-the-art related literature with 

respect to microarray gene classification techniques. 

In [10], a multiple objective model is designed on the basis of 

analytical hierarchy process. A multi-objective heuristic 

algorithm is proposed, which is an enhancement of Univariate 

Marginal Distribution Algorithm. This model works by framing 

two important rules, which are ‘Higher rule’ ‘Fewer rule’ and 

‘Forcibly decrease rule’. The higher and lower rule intends to 

analyse and sort the gene data. The ‘Forcibly decrease rule’ 

produces the better individuals with maximum classification 

accuracy. This work gives more importance to the classification 

accuracy, rather than to reduce the gene count. 

A centroid based feature discrimination principle for selecting 

better genes is presented in [11]. The centroid of the class is 

computed by the kernel based expectation. The feature selection 

problem is designed as the L1-regularized optimization problem 

by considering the linear discriminant analysis principle. The 

centroid of the class is computed by the kernel based technique, 

which can define the between and within class separability. 

In [12], a work to classify between the cancer types is 

proposed. The proposed technique is based on information gain 

and genetic algorithm. The features are selected by information 

gain, followed by the employment of genetic algorithm to reduce 

features and finally, the classification of cancer is attained by 

genetic programming. This work concludes that the performance 

of genetic algorithm maximizes the accuracy rates. 

In [13], an unsupervised technique based on Ant Colony 

Optimization (ACO) algorithm is proposed for selecting genes. 

This technique applies the ACO algorithm in the filter based 

approach, in order to maximize the gene relevance and minimize 

the gene redundancy rates. Additionally, the fitness function 

being proposed by this work does not require any prior knowledge 

about the gene dataset. The classification is attained by the filter 

based approach and is proven to be better than SVM, naïve bayes 

and decision trees. 

A hybrid classification technique is proposed for classifying 

the gene microarray data [14], which is based on Principal 

Component Analysis (PCA) and Brain Emotional Learning 

(BEL) network. This work states that BEL is suitable for high 

dimensional features. The proposed work proves better results in 

terms of accuracy. In [15], a technique to classify between the 

microarray data for drug response is proposed and is based on 

feature selection and classification. The feature selection of this 

work is carried out by a metaheuristic approach, which selects the 

top ranking relevant genes based on max relevance and min 

redundancy is proposed. The metaheuristic approaches being 

employed are Particle Swarm Optimization (PSO), Cuckoo 

Search (CS) and Artificial Bee Colony (ABC) algorithms. The 

classifiers being employed by this work are k-NN and SVM. This 

work concludes that the CS algorithm works better than PSO and 

ABC algorithms respectively. 

In [16], a two stage classification model which relies on pre-

processing and classification is proposed. ReliefF is utilized in the 

pre-processing stage, such that the top ranking genes are selected. 

The selected genes are mapped into a dissimilarity space and the 

classification process is carried out. The classification results of 

this work are compared against artificial neural network, SVM 

and Fisher’s linear discriminant classifier by varying the number 

of genes. In [17], a faster feature selection technique is proposed 

that is based on recursive feature elimination by simulated 

annealing and square root. This approach eliminates several 

features instead of removing a single feature, hence the count of 

features being removed as the iteration progresses. This technique 

concludes that this approach of feature reduction does not affect 

the classification accuracy of the work. In [18], a hybrid feature 

selection algorithm is proposed for microarray gene expression 

data. The features are selected from the mutual information 

maximization and adaptive genetic algorithm. 

In [19], a novel gene selection technique is proposed for 

cancer classification, which is based on genetic algorithm and 

artificial intelligence. Initially, the dimensionality of the features 

is reduced by integer coded genetic algorithm. Laplacian and 

Fisher score are employed to compute similarity between the 

features. This work is applied over several classifiers and the 

performance of the proposed gene selection technique is tested. In 

[20], the microarray gene dataset is classified by means of kernel 

ridge regression techniques such as wavelet kernel ridge 

regression and radial basis kernel ridge regression. The features 

of the microarray gene dataset are reduced by means of modified 

cat swarm optimization technique. The performance of this 

approach is compared against simple ridge regression, SVM and 

random forest classifer. 

In [24], the microarray gene retrieval system that relies on 

Local Fisher Discriminant Analysis (LFDA) and Support Vector 

Machine (SVM) is proposed. A supervised microarray gene 

retrieval system based on Kernel Local Fisher Discriminant 

Analysis (KLFDA) and Extreme Learning Machine (ELM) 

classifier is presented in [25].  

Motivated by the above related works, this article aims to 

present a gene retrieval system for microarray gene data. The 

dimensionality of microarray gene data is huge and hence the 

dimensionality of the data is reduced by selecting the necessary 

features by means of IGR. The selected features are then 

processed to classify between the cancer types by means of 

ensemble classification. The following section elaborates the 

proposed approach in addition to the overview of the proposed 

approach.  

3. PROPOSED MICROARRAY GENE DATA 

CLASSIFICATION SYSTEM 

The intention of this work is to present a microarray gene data 

classification system based on Information Gain Ratio (IGR) and 

the process of classification is carried out by ensemble classifiers. 

The entire work is segregated into two phases, which are feature 

selection and classification. The feature selection process selects 

the relevant and necessary features, which makes the 

classification process to the point. The IGR is an improvisation of 

information gain and the main reason for the choice of IGR is that 

it takes all the unique entities into account. This idea weeds out 

all the redundant and irrelevant entities from the feature set and 

conceives all the necessary set of features. This kind of feature 
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selection improves the classification accuracy and reduces the 

overall time consumption of the work. 

The classification process relies on ensemble classifiers, 

which are k-NN, SVM and ELM classifiers. k-NN is the classical 

classifier which takes certain number of samples for training and 

the classification results are returned by taking the nearest 

neighbours into account. This k-NN classifier is the simplest 

classifier with minimal computational complexity. SVMs are the 

promising classifiers which consider a reasonable set of samples 

for training and SVM can perform non-linear classification. ELM 

is chosen as one of the ensemble classifiers, owing to its faster 

learning ability and efficiency. The decisions of all the individual 

classifiers are collected and the maximum occurred decision is 

declared as the final decision. This way of classification increases 

the accuracy rate. The following sub-sections of the work describe 

the feature selection and classification process. 

3.1 FEATURE SELECTION 

This phase of the work intends to select the necessary features 

from the high dimensional dataset. The main reason is to avoid 

redundant and irrelevant features, which can reduce time and 

computational complexity considerably. The IGR is employed for 

selecting the features, which considers the unique entities into 

account and is computed as follows. In order to calculate IGR, 

information gain is computed. 
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repetitive occurrence of a sample, which is present in the class c1. 

Let the feature f contains q unique values, which can be 

represented as {f1, f2, f3,…,fq}. For a dataset with f features, the 

training dataset is formed as follows {c1, c2, c3,…,cq} and the 

information gain of the feature is computed by the following 

formula, 
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The IGR of the feature is then computed with the help of 

information gain and is presented below, 
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The IGR makes it possible to extract the features with high 

correlation degree, which makes sense that the features required 

to distinguish between the samples alone are extracted. Hence, the 

IGR selects the genes with high correlation degree and the rest are 

not considered. As soon as the feature selection process is over, 

the classification process is triggered and is carried out by 

ensemble classification.  

3.2 ENSEMBLE CLASSIFICATION 

Ensemble classification is achieved by clubbing different 

classifiers in order to achieve greater classification accuracy. This 

kind of classification is efficient, as the classification decision 

depends on multiple classifiers, rather than a single classifier. 

Ensemble classification is reliable and effective. This work 

utilizes k-NN, SVM and ELM classifiers to make the final 

classification decision.  

The reason for selecting three classifiers is that the time 

conservation is improved, as the count of classifiers increases. 

Hence, this work employs three reliable classifiers and the reasons 

for the choice of classifiers are presented above. All the classifiers 

gain knowledge from the input database during the process of 

training and the classifiers distinguish between the microarray 

data during the testing phase. The following sub-sections present 

the working principles of the three different classifiers. The 

classification is diagrammatically represented in the following 

figure. 

 

Fig.1. Overall flow of ensemble classification 

3.2.1 k-NN Classifier: 

The k-NN classifier is one of the basic classifiers, which 

distinguish between the normal and abnormal gene data. The k-

NN classifier distinguishes between the normal and the abnormal 

data by computing Euclidean distance between the data, which is 

computed by, 
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The efficiency of this classifier depends on the choice of the 

value ‘k’. The value of k decides the classification accuracy of the 

classifier and choosing the right value of k is a challenging 

problem. Additionally, the value of k differs for every dataset and 

prior knowledge about the dataset is necessary for fixing the value 

of k. This makes it ineffective and this work utilizes k fold cross 

validation, which automatically chooses the k value. In the 

process of k value fixation is carried out by decomposing the 

training data into multiple k samples, among which a single 

sample is treated as the test sample and the remaining samples are 

considered as the training samples. This operation is repeated for 

k times, till all the samples are treated as testing sample atleast 

once. When this operation is over, the mean value of the computed 

k results and the mean value is fixed as k. This technique is 
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optimal and the need to choose the value of k by the users is 

eliminated. Additionally, this technique does not require any prior 

knowledge about the dataset and is feasible for any kind of 

dataset. 

3.2.2 SVM Classifier: 

SVM is a promising classifier and is trained with a set of 

training samples. The SVM classifies between the microarray 

gene data by means of a separating margin. Let the group of 

training samples are to be classified as either normal or abnormal. 

The samples are included in the corresponding class by means of 

a hyperplane. This hyperplane is necessary to separate the 

samples belonging to the normal and abnormal classes. The 

differentiation between the classes can be represented as follows. 

 ψ.ji + b ≥ +ve for cli = Positive (5)  

 ψ.ji + b ≤ -ve for cli = Negative (6) 

The distance between the hyperplane decides the accuracy of 

the classification results. 

 
2

Distance between the hyperplanes=


. (7)  

The lesser the value of ||ψ||, the better is the classification 

results. Hence, the distance between the hyperplane is optimized 

by means of Lagrange’s function. 
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In Eq.(8), αi is the lagrange multiplier which partitions the 

hyperplane ψi(jij) and th is the threshold to partition the 

hyperplane. Hence, if the value of lf(x) is greater than 0, then the 

sample is abnormal, otherwise normal. 

3.2.3 ELM Classifier: 

The striking point about this classifier is its faster learning 

ability [20]. Consider the microarray gene data is represented by 

(ai,bi), where ai = [ai1,ai2,…,ain]T  Dn and ain is the  ith training 

sample in n dimension. The ith label in cth dimension of the 

training dataset is represented by bi =[bi1,bi2,…,bic]T Dc and c is 

the total count of classes in the process of classification. As far as 

this work is taken into consideration, the total count of class is 

two. The Single hidden Layer Feed Forward Neural Network 

(SLFN) is formed by  
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In Eq.(9), wj is the weight of the samples that are represented 

by [wj1,wj2,..wjn]T. The wj is responsible for interconnecting the jth 

neuron with the input neurons and the j is presented by j = 

[j1,j2,…,jc]T. Additionally, the wj  links the hidden neuron with the 

output neurons. The bias of the jth hidden neuron is given by yj. 

Let HL be the hidden layer output matrix of the classifier, in 

which the jth column of HL signifies the jth hidden neurons output 

vector by taking the input ai1, ai2,…, ain into account. 
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The matrix format of the SLFN is represented as follows. 

 HLγ = R  (13) 

The output weights are computed by normalized least-square 

solution as follows 

 γ = HL†R (14) 

where HL† is the HL’s Moore-Penrose generalized inverse. When 

the training process is initialized, the total count of classes, hidden 

neurons and activation function afn are fed into the classifier. The 

training samples are given by {ai,bi} and the classifier is made to 

get trained by γ, as given in Eq.(14). By this way, the ELM 

classifies between the normal and abnormal data. 

As soon as the decisions of all the classifiers are obtained, the 

decision with maximum count is computed. For instance, any two 

of the classifiers may classify the sample as normal and one 

classifier may arrive at the decision as abnormal. In this case, the 

sample is declared as normal as per the maximum voting strategy. 

As this work employs three different classifiers, there can be nine 

different combinations of solutions and the final decision is made 

accordingly. Each classifier can end up the decision with normal 

and abnormal. The abnormal class is denoted by 1 and the normal 

class is denoted by 0. Each column of the decision matrix (Dmat) 

denotes the classifier. The first column of the Dmat indicates the k-

NN classifier, the second and third column of the matrix denotes 

the SVM and ELM classifiers. Based on the Dmat, the final 

decision is computed by taking the repeatedly occurring decision. 

 

1 0 0 0

0 1 0 0

0 0 1 0

1 1 0 1

1 0 1 1

1 1 0 1

0 0 0 0

1 1 1 1

0 1 1 1

matD

   
   
   
   
   
   
    
   
   
   
   
   
   
   

 (15) 

Thus, the final decision is made by taking the Dmat into 

consideration. This way of classification is not prone to 

misclassification and so the classification accuracy of this 

technique is greater. The following section analyses the 

performance of the proposed approach in terms of standard 

performance measures. 

4. RESULTS AND DISCUSSION 

The performance of the proposed approach is analysed in 

terms of classification accuracy, sensitivity and specificity. The 

datasets being utilized for evaluating the performance of the 
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proposed approach are leukemia [21], colon [22] and breast 

cancer [23] datasets. The leukemia dataset consists of 3571 genes, 

which are derived from 72 individuals. Colon dataset contains 

2000 genes collected from 62 instances. In this dataset, forty 

samples are normal and the remaining twenty two samples are 

abnormal. The breast cancer dataset contains 24481 genes with 78 

samples. Out of the 78 samples, 34 samples are considered as 

abnormal and the remaining 44 are considered as normal. 

The proposed algorithm is applied in Matlab environment 

with version 8.1. All the experiments are carried out in a 

standalone system with 16GB RAM and 7th generation Intel core 

processor with 4MB cache, 3.5GHz. This work divides the dataset 

into ten parts and each part act as a testing part, while the 

remaining nine parts are the training parts. Hence, all the parts of 

the dataset are tested. The performance of the proposed approach 

is tested with respect to classification accuracy, sensitivity, 

specificity and misclassification rate.  

The accuracy rate of the classification approach is very 

important, as the correct classification between normal and 

cancerous cases is necessary. As this work is related to human 

disease diagnosis, the accuracy rates are given more importance. 

The accuracy rate is computed by taking the True Positive (TP), 

True Negative (TN), False Positive (FP) and False Negative (FN) 

rates. The formula for computing accuracy rate is presented as 

follows. 

 100
TP TN

Ac
TP TN FP FN


 

  
 (16) 

The sensitivity and specificity measures are other important 

performance measures of a classification algorithm. The formulae 

for computing sensitivity and specificity are presented in the 

following equations. 

 100
TP

Sen
TP FN

 


 (17) 

 100
TN

Spec
FP TN

 


 (18) 

 MC=100-Ac    (19) 

The sensitivity and specificity rates of the classification 

algorithm must be greater. It is important to achieve greater 

sensitivity and specificity rates rather than to achieve better 

accuracy rates. The accuracy rates consider all the TP, TN, FP and 

FN rates but the sensitivity and specificity rates consider FN and 

FP rates respectively. The impact of wrong classification is 

serious when it comes to diagnosis of disease. The sensitivity rates 

of the algorithm increase, when the false negative rates decrease. 

False negative rates are dangerous because the abnormal sample 

is classified as normal and this is serious because the next process 

of the treatment may be delayed.  

The specificity rates of the work can be improved, provided 

the FP rates are reduced. In this scenario, the abnormal samples 

are classified as normal, which may hold back the treatment 

procedure of the affected case. Hence, it is necessary to minimize 

FP and FN rates, as much as possible. The greater the sensitivity 

and specificity rate, the more reliable is the classification system. 

The performance of this work is evaluated in two aspects. The 

first aspect aims to prove the efficiency of ensemble classification 

over the application of individual classifiers. The second aspect 

of performance analysis compares the performance of the 

proposed approach with the related state-of-the-art techniques.  

4.1 PERFORMANCE ANALYSIS BY VARYING 

THE CLASSIFIERS 

The aim of this section is to justify the choice of ensemble 

classifier over several individual classifier such as k-NN, SVM 

and ELM. However, it is not good to determine that the 

performance of ensemble classifier is the best, on applying it over 

a single dataset. Considering this, the performance of ensemble 

classifier is tested over three different datasets and all the analysis 

prove that ensemble classifier shows better performance than the 

individual classifiers. As shown below, the ensemble classifier 

shows greater accuracy, sensitivity and specificity rates. The 

ensemble classifier proves better results for all the datasets, as the 

classification decision does not based on a single classifier.  The 

performance of the proposed approach is evaluated for all three 

datasets by varying the feature selection and classification 

techniques. The experimental results of the proposed ensemble 

classification are tabulated in Table.1. 

 

Fig.2. Performance analysis on ALL-AML 

Table.1. Performance analysis by varying classification 

techniques 

Dataset – ALL-AML 

Performance Metrics / 

Classifiers 
k-NN SVM ELM Ensemble 

Accuracy (%) 80.6 98.9 99.4 99.9 

Sensitivity (%) 76.5 92.3 94.3 98.9 

Specificity (%) 73.2 95.4 97.4 98.7 

Error Rate (%) 19.4 1.1 0.6 0.1 

Dataset – Colon Tumor 

Performance Metrics / 

Classifiers 
k-NN SVM ELM Ensemble 

Accuracy (%) 73.6 78.6 98.5 99.4 

Sensitivity (%) 60.25 81.7 99.7 99.8 

Specificity (%) 65.6 75.4 96.4 98.9 
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Error Rate (%) 26.4 21.4 1.5 0.6 

Dataset – Breast Cancer 

Performance Metrics / 

Classifiers 
k-NN SVM ELM Ensemble 

Accuracy (%) 66.73 76.8 92.17 98.3 

Sensitivity (%) 73.2 74.6 94.2 97.8 

Specificity (%) 72.9 79.6 93.28 98.7 

Error Rate (%) 33.27 23.2 7.83 1.7 

 

Fig.3. Performance analysis on Colon tumor dataset 

 

Fig.4. Performance analysis on Breast cancer dataset 

The above presented performance analysis proves the 

efficiency of ensemble classifier in the place of employed 

individual classifier. The ensemble classifier proves better results 

with greater sensitivity and specificity rates. The maximum 

accuracy rate being proven by the ensemble classifier is 99.9% for 

the Leukemia dataset.  

The accuracy rates of the colon tumor and breast cancer of the 

ensemble classification technique are 99.4% and 98.3% 

respectively. The average sensitivity rate of the ensemble 

classification technique is 98.83%. On the other hand, the average 

sensitivity rate of the SVM and ELM are 82.86% and 96.06% 

respectively. The specificity rate of the proposed approach is 

98.76%. The experimental results prove the efficacy of the 

proposed approach. 

4.2 PERFORMANCE ANALYSIS 

This section aims to compare the performance of the proposed 

approach and compares it with the recent exiting approaches such 

as dissimilarity measure based microarray gene data classification 

[16], heuristic algorithm based microarray gene data classification 

[10]. The dissimilarity based microarray gene data classification 

takes the top ranking gene into account without concerning the 

features of the gene data. The heuristic based microarray data 

classification focuses on classification accuracy, rather than the 

process of gene selection. The experimental results are presented 

in Table.2. 

Table.2. Comparative analysis with the existing approaches 

Datasets/Performance  

metrics 

Colon Tumor 

Dissimilarity 

based 

Heuristics 

based 
Proposed 

Accuracy 82.3 89.6 99.01 

Sensitivity 73.6 81.9 99.4 

Specificity 77.3 78.96 97.2 

Misclassification rate 17.7 10.4 0.99 

Datasets/Performance 

metrics 

Breast cancer 

Dissimilarity 

based 

Heuristics 

based 
Proposed 

Accuracy 82.3 89.6 99.01 

Sensitivity 73.6 81.9 99.4 

Specificity 77.3 78.96 97.2 

Misclassification rate 17.7 10.4 0.99 

Datasets/Performance 

metrics 

ALL-AML 

Dissimilarity 

based 

Heuristics 

based 
Proposed 

Accuracy 82.3 89.6 99.01 

Sensitivity 73.6 81.9 99.4 

Specificity 77.3 78.96 97.2 

Misclassification rate 17.7 10.4 0.99 

This work has proven the performance of the proposed 

approach by comparing with the recent existing techniques. The 

proposed approach is tested up on three different datasets 

however, the performance of the proposed approach is stable and 

promising. The major reason for the better results being shown by 

the proposed approach is the feature dimensionality reduction and 

ensemble classification. The feature dimensionality reduction 

aims in selecting the most prominent features rather than the 

entire feature set. This helps in achieving better classification 

results. In addition to this, ensemble classifier takes the final 

decision by considering the decisions of all the individual 

classifiers. The maximal occurring decision is declared as the 

final decision, which improves the classification accuracy. 
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5. CONCLUSIONS 

This paper presents a retrieval system for microarray gene 

data, which relies on information gain ratio and ensemble 

classification. As the dimensionality of the gene data is greater, 

this work intends to select the optimal features by means of IGR 

and then the classification phase is initiated. Initially the ensemble 

classifier is trained with the dataset, which makes it able to 

classify between the normal and the abnormal samples. The 

efficiency of the proposed approach is evaluated against different 

datasets and the power of ensemble classification is justified. In 

future, this work plans to introduce multiclass classification 

system for microarray gene data. 
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Abstract—The DNA microarray technology enables the 

biologists to observe the expressions of multiple 

thousands of genes in parallel fashion. However, 

processing and gaining knowledge from the voluminous 

microarray gene data is serious issue. It is necessary for 

the biologists to retrieve the required data in a reasonable 

time. In order to address this issue, this work presents a 

gene retrieval system, which is based on feature 

dimensionality minimization and classification of the 

microarray gene data. The feature dimensionality 

minimization is achieved by Local Fisher Discriminant 

Analysis (LFDA), which inherits the merits of both 

Fisher Discriminant Analysis (FDA) and Locality 

Preserving Projection (LPP). Support Vector Machine 

(SVM) is employed as the classifier to classify between 

the genes. The LFDA is chosen for reducing the 

dimensionality of the features, owing to its better 

performance on multimodal data. The SVM is trained 

with the feature dimensionality reduced microarray gene 

data, which improves the efficiency and overthrows the 

computational complexity. The performance of the 

proposed approach is compared with the LPP and FDA. 

Additionally, the performance of SVM is compared with 

the k-Nearest Neighbour (k-NN) classifier. The 

combination of LFDA and SVM serves better in terms of 

accuracy, sensitivity and specificity. 

 

Index Terms—DNA microarray technology, feature 

reduction, SVM classification, LFDA.  

 

I.  INTRODUCTION 

Data mining is the process of examining a vast amount 

of data to provide well-defined information. Hence, the 

process of transformation from raw data to clear-cut 

information is called as knowledge discovery process. 

Recognising the superiority of data mining, several 

applications utilize the technology. Some of the 

noteworthy applications are business platforms, finance, 

biomedicine, networks, education and so on [1]. 

Microarray technology enables the life scientists to 

study and analyse the genomic expression of a living 

organism [2, 3]. DNA microarray technology makes it 

possible to observe the expression level of several 

thousands of genes in a concurrent fashion [4,5]. 

Numerous research activities exploit the microarrays for 

definitive solution. For instance, toxicology, medical 

diagnosis, gene regulative studies depend on the 

microarrays [6-8].  

Data mining techniques intend to gain knowledge from 

the microarray data by means of data clustering, 

classification and association mining. The overall process 

of microarray data analysis consists of data normalization, 

data processing and post-processing. Based on the 

operative nature of data mining techniques, the learning 

algorithms are classified into supervised and 

unsupervised learning.  

Supervised learning is comprised of two phases and 

they are training and testing. In the training phase, the 

classifier is fed with knowledge of the subject samples of 

several categories. The testing stage aims to find the 

category of the test sample being passed. Unsupervised 

learning techniques do not require any prior knowledge 

about the processing data. 

Irrespective of the presence of several data mining 

techniques, it is still difficult to gain knowledge from the 

voluminous microarray data [9]. It would be beneficial 

for the scientists to have a system that can fetch the data 

being searched and is popularly called as information 

retrieval system. The microarray information retrieval 

system strongly depends on the gene classification 

process. However the classification process is not simple, 

as the microarray data is quite voluminous and high 

dimensional [10, 11].  

Understanding the necessity of the information 

retrieval from microarray gene data, this article proposes 

a microarray gene information retrieval system. The 

entire work is decomposed into two different phases, 

which are microarray feature reduction and classification. 

The initial phase aims to reduce the dimensionality of the 

microarray data and the next phase engages itself in gene 

classification. This work employs Local Fisher 

Discriminant Analysis (LFDA) to reduce the dimensions 

of the features. The reasons for the employment of LFDA 
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are it preserves the local structure of the data and clearly 

separates different classes [12]. 

The Support Vector Machine (SVM) is trained with the 

dimensionality reduced feature set. SVM is employed 

owing to its margin optimization and exclusion of local 

maxima [13]. The key points of the proposed work are 

listed below. 

 

 Incorporation of LFDA to minimize the 

dimensionality of the features, which makes the 

entire process simpler. 

 The classifier SVM is trained with the 

dimensionality reduced set of features, which 

enhances the speed of learning. 

 The information retrieval is faster, as LFDA 

reduces the feature dimension to train the SVM. 

 The computational complexity is overthrown, as 

the process of classification is done after feature 

dimensionality minimization. 

 

The rest of the paper is organized as follows. Section 2 

presents the related review of literature with respect to the 

microarray gene data classification. The proposed 

information retrieval system for microarray gene data is 

presented in section 3. The performance of the proposed 

approach is analysed in section 4. The conclusions are 

drawn in section 5. 

 

II.  RELATED WORKS 

This section reviews the related literature with respect 

to the classification of microarray gene data. 

In living organisms, all the cells possess nucleus which 

in turn contains DNA. Every DNA contains the coding 

and decoding segments. These coding segments are 

called as genes and the genes describe the structure of 

proteins. The formation of proteins is achieved in two 

steps. Initially, the gene is converted to mRNA and 

mRNA is converted to proteins. 

DNA microarray is the advanced technology that 

renders a provision to have a global insight of the cell and 

this paves way for measuring the expression level of 

several thousands of genes concurrently [14]. However, 

the serious challenge associated with the microarray gene 

data is the data dimensionality and this issue leads to 

misclassification [15, 16]. 

Effective gene selection is the remedy to this issue and 

the gene selection is the process of detecting and 

eliminating unwanted features during the training phase. 

As the knowledge is gained by the system without 

unwanted features, the knowledge discovery process is 

more effective [17]. Feature selection is the most 

important step, as it decides the efficiency of the work. 

A perfect feature selection technique reduces the time 

consumption and computational complexity involved in 

the gene classification. However it is not an easy task, as 

it is difficult to determine which are relevant features and 

irrelevant features. On successful gene selection, the 

researchers can analyse the data to classify between the 

normal and the gene expression related to some diseases. 

Understanding the significance of this issue, several 

researchers engage themselves in this research. 

Globally, the feature selection techniques are classified 

into filter, wrapper and embedded techniques. Filter 

based approaches depend on the overall features of the 

training data for feature selection. Wrapper based 

approaches involve in the optimization process of the 

predictor for feature selection. Finally, the embedded 

techniques employ machine learning algorithms to extract 

the relevant set of features. However, it is reported that 

the wrapper and embedded approaches show 

computational burden [18]. 

The filter based approaches measure the relevancy of 

the genes by examining the fundamental features of the 

data, where a single gene or a subgroup of genes is 

analysed against the class labels. The advantage of filter 

based approach is its minimal time consumption and the 

drawback is that the classification results are not up to the 

mark. 

Wrapper approaches failed to grab the attention of the 

researchers, as the computational overhead is high. 

Embedded techniques utilize machine learning for feature 

selection and the mostly used classifier is the Support 

Vector Machine (SVM). Besides these traditional feature 

selection techniques, there are several ensemble and 

hybrid approaches. 

Fisher Discriminant Analysis (FDA) classifies the 

entities by organizing the entities in a single dimensional 

space and then the classification process is done by fixing 

threshold. The fisher criterion is utilized to reduce the 

dimensionality. However, the results produced by FCA 

are not convincing, when the samples in a class form 

multiple clusters [19, 20]. 

Local Preserving Projection (LPP) conserves the local 

structure of the data, while minimizing the data 

dimensionality [21]. The local structure is preserved, as 

the embedding transformation takes the neighbouring pair 

of data in the embedding space. However, the LPP 

doesn‘t take the label information into account such that 

it does not work well in the supervised environment. 

In [22], an associative classification algorithm is 

proposed for microarray gene classification. This work 

clubs both the association rule and  classification mining. 

This work is based on four different phases, which are 

statistical gene filtering, discretization, class association 

rules and prediction. The initial phase is meant for 

distinguishing between the genes and to choose the 

important genes in the gene expression. The 

discretization phase is for converting the continuous 

values to discrete values. The next phase is responsible 

for producing a group of association rules by utilizing 

closed frequent itemset. Finally, the classification process 

is carried out by employing a scoring function. The 

performance of the proposed approach is tested against 

Linear Discriminant Analysis (LDA), SVM and decision 

tree. 

In [23], a technique for gene selection and 

classification is proposed. This work is based on Random 

Forest Ranking (RFB) and Binary Balck Hole Algorithm 

(BBHA). The experimental results of this work are 
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compared with several classification techniques and the 

proposed work is proved to be better. 

Motivated by these works, this article intends to 

present an information retrieval system for microarray 

data with two stages, which are data dimensionality 

reduction and classification. This work produces expected 

results, as the dimensionality of the features are 

minimized prior to the classification stage, which is 

achieved by LFDA. 

The dimensionality minimization stage reduces the 

computational complexity and time consumption. The 

SVM is trained with the obtained feature reduced 

microarray data, which improves the learning speed and 

performance. The following section presents the proposed 

approach in a detailed fashion. 

 

III.  PROPOSED GENE RETRIEVAL SYSTEM WITH  

LFDA AND SVM 

This section elaborates the phases involved in the 

proposed approach along with the overall working 

principle. 

A.  Overall Idea 

The microarray gene expression data is complex to 

manage, owing to the nature and the high dimensionality 

of the data [24]. As the microarray gene data contains 

numerous expressions, it is difficult to manage the data. 

For this sake, this article proposes a gene retrieval system 

by utilizing the LFDA and SVM for the biomedical 

applications.   

 

Fig.1. Overall flow of the proposed approach 

To achieve the goal, the research is carried out in two 

steps, which are feature dimensionality minimization and 

classification. The initial step intends to reduce the data 

by means of LFDA. The SVM is then trained by the data 

with minimized dimensionality. The overall flow of the 

proposed work is presented in figure 1. 

The LFDA is chosen by this work, as it clearly 

increases the class partitions and conserves the local 

structure of the data. Thus, LFDA works well both 

between-class and within-class scenarios. This 

dimensionality minimized data is utilized for the purpose 

of training the SVM. SVM is selected as the classifier, as 

the learning ability is better with few samples. The gene 

retrieval system yields better results, as the feature 

reduction and classification phases are employed together. 

The following subsections explain the phases involved in 

the proposed gene retrieval technique. 

B.  Feature Dimensionality Minimization by LFDA 

The major goal of dimensionality minimization is to 

acquire a low dimensional depiction of high dimensional 

data along with the preservation of the local structure of 

the original data [25]. A perfect dimensionality 

minimization paves way for better classification. 

Recognizing the importance of feature dimensionality 

minimization, this work utilizes LFDA which inherits the 

ideas of both FDA and LPP. FDA is the traditional 

technique for dimensionality reduction but it cannot 

perform well with multimodal data. 

LPP addresses this issue by minimizing the dimension 

of multimodal data while it preserves the local structure 

of the data also. Basically, LPP is an unsupervised 

dimensionality reduction technique and so it does not 

take the class labels into consideration. This implies that 

this technique does not suit supervised dimensionality 

reduction. 

LFDA combines the idea of both FDA and LPP [26], 

such that it works well for multimodal data. LFDA can 

address the dimensionality minimization issue by solving 

the generalized eigenvalue issue. Let the microarray gene 

data possess    labelled entities and is represented as 

*(     )+   
  

, where    *        +  which is the class 

label related to the entity    and    is the count of classes. 

Consider     as the count of labelled entities which are 

in class   *       + and this can be represented as 
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The local between-class and local within-class matrices 

are denoted by        and        respectively and are 
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Here,     
     and     

     are the       matrices and 

represented in the following equation. 

 

    
     {

    (
 

   
 

   
 )          
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     {

    

   
          

               

                          (5) 

 

Where      is the affinity value between    and   , subject 

to the local scaling heuristic. The local scaling is 

performed on class by class basis, such that the local 

structure of the microarray gene data is maintained. In 

eqns 4 and 5,     (
 

   
 

   
 )  is negative. On the other 

hand, 
    

   
      

 

   are positive. This means that the entities 

present in the same class are closer to each other and the 

entities of different class are farther. This local scaling 

operation reduces the computational cost as well. The 

transformation matrix for microarray gene data 

       is formed as 

 

      

 
      

       , (  
         (           )  - 

(6) 

 

The LFDA forms the transformation matrix of the 

genes, which maximizes the local    between-class scatter 

(           ) and minimizes the local within-class 

scatter (           ) in the embedding space. The 

generalized eigen value issue is solved by 

 

    (    )     (    )                   (7) 

 

Suppose if the value of             , then the 

  (    )  and   (    )  are minimized to   (   )  and 

  (   )  respectively. Thus, the scatter matrices are 

formed for the microarray gene data and the 

dimensionality reduced data is obtained. 

C.  Gene Classification by SVM 

As soon as the feature dimensionality reduction is 

achieved on microarray gene data, the SVM is trained 

with that data. The goal of SVM is to separate the entities 

by considering the hyperplane. 

Let the training entities for SVM is denoted as   , 

with which the SVM is trained. The SVM gains 

knowledge from the training entities and classify the 

entities into either class A or class B, by means of 

hyperplane. The hyperplane is formed by solving the 

below given equation. 

 

 ( )  ∑     (    )     
                        (8) 

 

Where    is the lagrange multipler that aims to segregate 

the hyperplane   (    ).   is the threshold that determines 

the classification policy by the hyperplane. With respect 

to the threshold value, the entities are classified to be 

either in class A or B and this can be represented as 

 

{
 ( )           

 ( )           
                           (9) 

 

By this way, the SVM classifies between the entities 

present in the microarray gene data. The next section 

analyses the performance of the proposed gene retrieval 

system. 

 

IV.  EXPERIMENTAL ANALYSIS 

This section evaluates the performance of the proposed 

approach. Initially, a short description about the dataset is 

presented, followed by which the performance of the 

proposed work is analysed. 

A.  Dataset Descripton 

The experiments are carried out on the Leukemia 

dataset, which is publicly available [27]. This dataset is 

formed by collecting the microarray data from 

Affymetrix chip, which contains 6817 genes. The genes 

are filtered after which the gene count is reduced to 3051. 

The training data contains 38 cases, which constitutes 27 

Acute Lymphoblastic Leukemia (ALL) and 11 Acute 

Myeloid Leukemia (AML). 

B.  Results and Discussion 

The proposed approach is implemented in Matlab 

environment (version 8.2). The feature dimensionality of 

the microarray gene data is minimized by LFDA. The 

obtained feature dimensionality minimized data is passed 

for SVM classification. The performance of the proposed 

technique is analysed by varying the feature reduction 

techniques and classification techniques in terms of 

accuracy, sensitivity, specificity and misclassification 

rates. 

Accuracy is the most important measure of any 

classification technique, and is the ratio of the correctly 

classified samples to the total number of samples being 

involved in classification. Sensitivity rate is computed by 

the ratio of correctly classified samples to be in the 

correct class to the sum of correctly classified samples in 

the correct class and the samples which are misclassified 

to be the members of the wrong class. 

Specificity is the rate of samples which are correctly 

classified as non-native samples of the class to the sum of 

samples that are wrongly classified as the member of a 

specific class and the samples that are correctly classified 

as non-native samples of the class. All the above stated 

performance measures are represented as follows. 

 

         
           

                         
          (10) 
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                     (11) 

 

            
     

            
                       (12) 

 

                                         (13) 

 

In the above equations, 

                              are the true positive, 

true negative, false positive and false negative rates. 

Initially, the feature reduction techniques are varied and 

the performance of the proposed approach is analysed. 

The proposed work is compared by implementing LPP 

[21] and FDA [19] individually against LFDA. The 

second round of performance analysis deals with the 

classifiers. This work compares the performance of SVM 

against k-NN classifier. The experimental results are 

presented below. The experimental results present the 

accuracy, sensitivity, specificity and misclassification 

rates with respect to both ALL and AML. 

 

 

Fig.2. Comparative analysis w.r.t feature reduction techniques for ALL 

 

Fig.3. Comparative analysis w.r.t feature reduction techniques for AML 

The above presented graphs show the experimental 

results of both ALL and AML cases with respect to the 

feature reduction techniques. The attained results prove 

that the accuracy, sensitivity and specificity rates of the 

LFDA are better than the FDA and LPP. LFDA achieves 

better results, as it works well for both between and 

within class relationships of entities.  

Besides this, the LFDA addresses the dimensionality 

minimization issue by solving the generalized eigen value 

effectively. All these factors help the LFDA to perform 

better than the analogous techniques. FDA does not serve 

well for multimodal data and this issue is addressed by 

LPP.  

However, LPP cannot perform well for supervised 

environment and thus, LFDA inherits the merits of both 

the techniques to render better results. The following 

graphs (fig 4 and 5) present the accuracy, sensitivity and 

specificity rates by varying the classifiers for ALL and 

AML. 

 

 

Fig.4. Comparative analysis w.r.t classification techniques for ALL 

 

Fig.5. Comparative analysis w.r.t classification techniques for AML 

The performance of the classification technique is 

needed to be justified. In order to achieve this, the feature 

dimensionality reduced microarray gene data is fed to k-

NN and SVM for checking the performance. The learning 

ability of the k-NN classifier is not upto the mark, when 

compared to SVM.  

Besides this, the learning speed of SVM is greater than 

k-NN. For these reasons, the choice of SVM is justified 
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in the above presented experimental results. SVM shows 

the greatest accuracy rates in both ALL and AML cases. 

The maximum accuracy rate being shown by SVM is 

98.9. The highest sensitivity and specificity rates being 

shown by SVM are 98.6 and 96.3 respectively. This 

shows the efficacy of the SVM over k-NN classifier. The 

following graphs (fig 6 and 7) present the 

misclassification rates by taking the feature reduction and 

classification techniques into account. 

 

 

Fig.6. Misclassification rate analysis w.r.t feature reduction techniques 

 

Fig.7. Misclassification rate analysis w.r.t classification techniques 

Misclassification rate is indirectly proportional to the 

accuracy rate. Hence, it is obvious that the 

misclassification rate of LFDA is comparatively lower 

than the analogous techniques. LFDA shows the least 

misclassification rates for both ALL and AML, which are 

1.1 and 3.7 respectively. This proves the efficacy of the 

LFDA over FDA and LPP. 

On varying the classifiers, SVM shows the least 

misclassification rates, when compared to k-NN. From 

the experimental results, it is evident that the proposed 

approach serves better with LFDA for feature 

dimensionality reduction followed by SVM classification. 

This results in better retrieval rates for both ALL and 

AML cases. 

 

V.  CONCLUSION 

This article presents an effective gene retrieval system, 

which is based on LFDA and SVM. LFDA is utilized for 

reducing the feature dimensionality of the microarray 

gene data. This activity of feature reduction helps in 

removing the unwanted data and thereby saves memory 

and reduces computational complexity of the forthcoming 

phase. The learning speed improves, as the SVM gains 

knowledge from the feature dimensionality reduced 

microarray data. The performance of the proposed 

approach is analysed by varying the feature reduction and 

classification techniques. 

LFDA outperforms the LPP and FDA, as it inherits the 

benefits of both feature extraction techniques. The SVM 

proves its efficiency over k-NN in terms of classification 

accuracy. The experimental results prove the efficacy of 

the proposed approach in terms of accuracy, sensitivity 

and specificity rates. In future, we plan to continue the 

research by analysing several feature reduction and 

classification techniques for microarray gene data. 
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Abstract— Gene retrieval from microarray is exceptionally 

troublesome assignment in microarray innovation. A few 

microbiologists checked the articulations in a huge number of 

qualities in parallel mode. Handling and acquiring information 

from microarray information is a difficult task. LPP, LDA, FDA, 

LFDA, KLFDA, IGR are portions of the strategies utilized for 

highlighting the decrease. K-NN, SVM, ELM and so forth are 

portions of the systems utilized for Classification. Through this 

examination, we intend to propose two calculations KFVM and 

SKFLM, which are endeavours to distinguish the impact of 

different portions and highlight the choice issues of existing 

methods. The execution of the proposed methodology is applied 

in breast cancer Dataset.  

 
Keywords— DNA Microarray, Features Selection, Kernel 

Selection, KFVM, SKFLM. 

I. INTRODUCTION 

Death rate of cancer-affected patients is very high in recent 

years. The real cause of cancer is not identified until now. The 

reasons for cancer are manifold and they are not found cited 

accurately in the past. The life cycle of the malignancy 

influenced persistent relies upon the phase of the disease. If 

we could distinguish or identify the malady in the beginning, 

the life expectancy of the patient might be increased. With the 

end goal of identifying the disease in the beginning itself, a 

few computer aided system dependent on image processing 

and data mining are developed. The image processing systems 

detect cancer by dealing with the Computerized Tomography 

(CT), Magnetic Resonant Imaging (MRI) technology, X-rays 

etc. Microarray gene retrieval is the process that aims to gain 

knowledge from the gene datasets and the gained knowledge 

is represented in an intelligible fashion. Most of the research 

processes in this area are using feature selection and 

classification for the data mining technique. Data analysis 

fields related with microarray system helps the experts to 

study and understand the patterns of normal and abnormal 

genes without any special effort. 

The process of extracting essential information from the 

dataset is known as dimensionality reduction or feature 

selection. The scientific portrayal of the issue is characterized 

as pursues: Let us consider the high dimensional dataset X 

with D-dimensional data. Highlight extraction includes 

finding the low dimensional dataset Y with d-dimensional 

data, which are significant in low dimensional information, 

where d>D, that is we convert XY and Dd. 

The quality articulations assist us by identifying human 

diseases as they are connected with one another. At the point 

when the quality articulations break down, the 

interrelationship between the quality articulations and 

carcinogenesis can be perceived [1]. Study and break down of 

the genomic articulation of a living being is done with the 

assistance of Microarray technology [2,3]. DNA microarray 

technology makes it possible to watch the expression level of 

a large number of qualities in a simultaneous manner. Various 

research exercises abuse the microarrays for authoritative 

arrangement [4]. The main points of the proposed work are 

listed herewith. 

 Analysis, Identification and Application of best 

feature selection and solve the linearity problem in 

LFDA, KLFDA and IGR, which makes the entire 

process simpler. 

 Analysis, Identification and Application of best 

kernel in K-NN, SVM and ELM, which enhances the 

speed of learning. 

 The information retrieval is faster, with the help of 

feature reduction techniques and classification is took 

place with the help of Machine learning methods. 

 The computational complexity is overthrown, as the 

process of classification is done after feature 

dimensionality minimization. 

 Two new two algorithms KFVM (Kernel Feature 

Vector Machine) and SKFLM (Supervised   Kernel 

Feature Learning Machine) are introduced for 

avoiding the Feature Selection Problem and Kernel 

Selection Problems. 

The rest of the paper structure is organized as follows. 

Section 2 presents the related review of literature with respect 

to the microarray gene data classification. The proposed 

information retrieval system and overall flow of the work for 

microarray gene data is presented in section 3.The 

performance of the proposed approach is analysed in section 

4.Analysis of combined effect and conclusions are drawn in 

section 5. 

 II.BACKGROUND 

In this work, we try to implement the concepts of feature 

selection and kernel selection that is directly related to 
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dimensionality reduction and classification techniques. 

Dimensionality reductions reduce the number of parameters of 

the particular dataset, which increase the speed of 

classification. Real world data are mainly divided into two 

types such as Linear Data and Non Linear Data. 

A. Dimensionality Reduction Methods 

1) Linear Dimensionality Reduction Methods 

The suitable method used for better separation is convert 

the high dimensional space is into low dimensional subspace 

[5].One of the important technique for unsupervised 

dimensionality reduction is Principal Component Analysis and 

it plays important role in pattern recognition and machine 

learning. The projection provides the low dimensional 

subspace, which can represent all the data without losing the 

any information [6]. 

The fisher rule is used to diminish the dimensionality. In 

any case, the outcomes delivered by FCA are not convincing, 

when the examples in a class frame numerous clusters [7, 8]. 

Neighbourhood Preserving Projection (LPP) saves the nearby 

structure of the data, while limiting the data dimensionality. 

Local Preserving Projection (LPP) conserves the local 

structure of the data, while minimizing the data 

dimensionality [9].The reasons for the employment of LFDA 

are it preserves the local structure of the data and clearly 

separates different classes [10].  

2) Non Linear Dimensionality Reduction Methods 

In real world, most of the data are in the form of non-linear. 

Handling these types of data for further analysis is difficult. 

There are many techniques, which can handle this type of 

non-linear data. 

Support Vector Machine is a supervised technique for 

classification that classifies the data into different classes 

based on the hype plane and it considers only the support 

vectors for the problem of classification [11]. Generally, SVM 

is used for two-class classification and its class may be 0 or 1 

otherwise -1 or 1. Let us consider X=(x1…xD) be a high 

dimensional data and each xi has its own class labels Y= [- 1, 

1]. In the case of linear data, SVM tries to find the hyper plane 

with minimum distance from the data points from the 

boundary. If the data is non-linearly distributed, the data is 

transformed by using non-linear transformation functions[12]. 

Motivated by the existing research works, this works aims 

to propose a microarray gene retrieval system based on 

KFVM and SKFLM. The results of the proposed approach are 

satisfactory in terms of classification accuracy and execution 

time as well. The following section elaborates the proposed 

approach. 

B. Feature Selection Methods 

Feature Selection techniques are characterized in to three 

sorts; they are Filter Methods, Wrapper methods and 

Embedded method. The Specific algorithms are given 

underneath 

 Pearson's Correlation: Identifying the linear 

dependence between two factors X and Y. Its esteem 

fluctuates from -1 to +1. 

 ANOVA: ANOVA is used for Analysis of variance.  

 Chi-Square: It is a Statistical test connected to the 

unions of clear-cut highlights to assess the 

probability of relationship or relationship between 

them utilizing their frequency distribution. 

 The significant objective of dimensionality 

minimization is to secure a low dimensional 

data along with the preservation of the local structure 

of the original data. LFDA, which acquires the 

thoughts of both FDA and LPP. FDA is the 

conventional method for dimensionality decrease yet 

it cannot perform well with multimodal data. 

 On the negative side, we can implement LFDA only 

in the case of linear data. It is difficult for it to deal 

with non-linear data. In this case, we implement a 

new method known as KLFDA. 

 The IGR is employed for selecting the features, 

which considers the unique entities into account and 

is computed as follows.  

         IGR (F) = (IGS-IG(F)/ IGS+IG(F))*100, 

Here, IGS means information Gains and IG(F) means 

information gain of  features. 

As soon as the feature selection process is over, the 

classification process is triggered and is carried out by 

ensemble classification. 

C. Types of Kernels 

Now we discuss some of the important kernel functions 

only 

 K: X×X→R, is called Kernel such that 

Φ(x) · Φ(y) = K(x, y) 

Efficiency: K is often more efficient to compute than Φ and 

the dot product. 

Flexibility: Flexibility can be chosen arbitrarily so long as the 

existence of Φ is guaranteed 

The important types of kernels are, 

1. Linear Kernel 

2. Gaussian Kernel 

3. Polynomial Kernel 

4. Normalized Polynomial Kernel 

5. Radial Basis Function Kernel:RBF                                                                                                                     

D. Classification Methods 

In Machine Learning Classification is a supervised learning 

approach in which the computer programs learns from the 

inputs and then uses this learning to classify new observations. 

Important classification algorithms in machine learning‟s are 

1) Linear Classifier: Logistic Regression, Naive Base 

Classification 

2) Support Vector Machine  

How We Classify in SVM 

Training data: sample drawn from set X⊆RN 
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According to some distribution, 

S= ((x1, y1). . . (xm, ym)) ∈ X× {−1, +1}. 

Support Vector-Points along the Margins or outliers  

Canonical hyperplane: „a‟ and „b‟ chosen such that for closest 

points Mod (ax+b) =1 

Here, 

 Y=ax+b = 0 Means hyper plane 

 Y=ax+b = +1 Means Features above the hyper Plane 

 Y=ax+b= -1 Means Features below the hyper Plane. 
3) Decision Trees 

4) Boosted Trees 

5) Random Forest 

6) Extreme Learning Machine (Neural Networks) 

7) K Nearest Neighbour 

 III. PROPOSED SUPERVISED MICROARRAY GENE 

RETRIEVAL SYSTEM            

Examination on the high dimensional information is the 

principle issue in Microarray, to enhance the performance of 

the system the measurements to be diminished into lower 

measurement.  There are numerous procedures for linear and 

nonlinear dimensionality decrease. A portion of the systems 

are reasonable linear information and not appropriate for 

nonlinear information. This work presents the various 

techniques used to reduce the dimensions of the data. 

Here we portray the working rule of the proposed 

methodology notwithstanding the general stream of the work. 

The fundamental point of this research proposal related to 

feature selection in kernel methods. Nevertheless, a large 

portion of the past work uses kernel to help select features in 

the original space. Interestingly, we will likely choose 

includes in the portion space, since we cannot change non-

separability nature of the data through feature selection in the 

first space. In any case, include choice in a part space can deal 

with this issue. 

A. Overall flow of the work 

Microarray gene retrieval system aims to return the results 

to the user with respect to the queried data. The general flow 

of this work is presented below, 

 

Microarray-->Feature Selection-->Kernel Selection 

                                         -->KFVM/SKFLM-->Classification 

The objective of this proposed research work is to identify 

a better feature selection and classification accuracy rate 

within the time. This accuracy rate is achieved by employing 

KFVM and SKFLM and the execution time of the work is 

reduced by feature reduction and faster learning ability of the 

classifier. The entire retrieval system is divided into two 

phases, which are feature reduction with the help of best 

Linearity reduction and classification with the help of best 

kernel selection. The Linearity reduction phase tends to 

reduce the dimensionality of the features. This step is 

manipulated carefully, such that the limited significant 

features alone are selected for further processing. This step is 

followed by the classification phase, with the help of best 

kernel, which aims to distinguish between the classes. 

B.Microarray Feature dimensionality minimization and 

classification by KFVM and SKFLM 

Kernel Feature Vector Machine is an improvisation of 

LFDA and SVM .Supervised Kernel Feature Learning 

Machine is an improvisation of KLFDA and ELM. Through 

this, algorithms we try analyse and identify the best feature 

selection methods and try to identify which classification 

technique is suitable for the classification .Linearity Problem 

and Selection of Kernel are the biggest challenge associated 

with Microarray gene retrieval. Goal of dimensionality 

minimization is to acquire a low dimensional depiction of 

high dimensional data along with the preservation of the local 

structure of the original data. Processing all the data is 

unnecessary and minimizing the feature dimensionality paves 

way for several benefits such as reduced computational 

overhead and time consumption. 

 

Proposed algorithm 

 

//Training  

Input: Microarray  Dataset 

Output : knowledge base construction 

Begin 

   For data (1 to n) 

  Extract f Features ; 

    Best Kernel Selection for Classification; 

   Implementation of KFVM and SKFLM 

    Build knowledge base; 

  End for; 

End; 

// Testing 

Input : Class Types; 

Output : Ranked results; 

Begin 

  If (query=Class Type) 

    List all the types of the class; 

  Else 

    Compute the Difference Between the Class and Within the class  

dataset; 

    Return top ranking records; 

  End if; 

End;    

 

             IV. EXPERIMENTS AND EVALUATIONS  

A.The Data Set  

Publicly available breast cancer data set is used for this 

research. 

http://csse.szu.edu.cn/staff/zhuzx/Datasets.html[15]. 

This Data set contains 24481 genes with 97 instances 

separated with 2 classes. 

http://csse.szu.edu.cn/staff/zhuzx/Datasets.html%5b15
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B. Analysis of Kernel Functions  

In this research, we are using different classifiers like K 

Nearest Neighbour (K-NN), Support Vector Machine (SVM), 

Extreme Learning Machine (ELM) and Linear Classifier 

(LC).These classifier has been tested by taking five different 

Kernel Selection methods on high dimensional data set. From 

Table I and Figure 1, it is clear that “Normalised Polynomial 

Kernel (NPK)” is best Kernel selection method for SVM 

classification and RBF kernel is best selection method for 

ELM classification. These Kernel selection methods give 98.9% 

accuracy for high dimensional data features. 

  
 TABLE I.  

 ACCURACY OF KERNEL SELECTION METHOD IN      
 ASSOCIATE WITH CLASSIFICATION TECHNIQUE 

 

Types Of  

 

Kernels 

 

Classification Method 

 

 

K-NN 

 

 

SVM 

 

ELM 

 

LC 

Accuracy 

(%) 

Accuracy 

(%) 

Accuracy 

(%) 

Accuracy 

(%) 

 

PK 

 

97.5 97.5 97.5 97.5 

 

NPK 98.2 98.9 98.5 98.2 

 

RBF 

 

97.8 98.2 98.9 96.8 

 

GK 

 

95.7 95.7 95.7 94.2 

 

LK 

 

94.4 95.2 95.2 94.4 

 
 

 

 

 

  

Fig .1-Accuracy of Kernel Selection method in associate with 
Classification Technique 

 

C. Analysis of Feature Selection Methods  

From the table data, we can see that the Filter feature 

selection method is good feature selection technique and in 

the previous studies reported that the wrapper and embedded 

approaches are shows computational burden [11]. 

 

 

TABLE 2 

ANALYSIS AND IDENTIFICATION OF BEST FEATURE SELECTION 

METHOD 

 

 

90

91

92

93

94

95

96

97

98

99

PC LDA LFDA KLFDA IGR

FILTER

WRAPPER

EMBEDED

 

Figure 2: Analysis and Identification of Best feature Selection method 

 V.ANALYSIS OF THE COMBINED EFFECT AND 

CONCLUSION      

Through this research, we can see that the effect of the 

Kernel function varies significantly depending on the 

dimensionality of the data set. Various types of Kernel 

functions tested in this work, NPK has shown best SVM 

performance across a wide range of dimensions when used 

with a variety of feature selection techniques. The RBF kernel 

shows variable performance depending on dimensionality in 

ELM. 

The results show that the choices of the Kernel function 

and feature selection technique have profound effect on the 

performance of SVM, ELM and other classifiers. In future, 

some other Kernel functions and feature selection techniques 

may be tested with different datasets. The best Feature 

selection method is Filter wrapper and it is suitable for all the 

feature selection techniques. If we analyse the overall 

performance of kernel selection and feature selection methods, 

we can see that LFDA feature selection method is suitable for 

SVM classification and KLFDA feature selection method is 

suitable for ELM classification. 
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Abstract
Microarray gene data is widely known for its high dimensionality and volume. The utilization of microarray gene data is
increasing now-a-days, owing to the advancement of medical science. Microarray gene data helps in diagnosing diseases quite
accurately. However, processing microarray gene data is difficult and is usually not understandable. Taking this challenge into
account, this work presents a user-friendly rule based classification model, which is easily understandable and does not demand
users to have prior knowledge. The classification rules are formed with the help of cuckoo search optimization algorithm and the
rules are pruned by the associative rule mining. Finally, the classification is performed with the help of the pruned rules. The
performance of the proposed approach is satisfactory in terms of accuracy, sensitivity, specificity and time consumption.

Keywords Microarray gene . Disease analysis . Cancer classification . Association rules

Introduction

Microarray gene expression is widely utilized by the biologi-
cal experts to track the gene expression level of a living being.
Microarrays are utilized for assessing the gene expression by
performing several different operations and one of the most
common operations is the comparison between the genes of a
cell, which are retained in different conditions. Hence, the
microarray gene analysis has gained considerable research
interest. However performing microarray gene analysis is
not easier, as it involves voluminous data.

Usually, the process of microarray gene analysis intends to
analyse the microarray data for gaining beneficial knowledge
from the data. Data classification is one of the most common
operations performed over data and can be attained by the
classifiers. The classifier is trained with the sample data, such

that it can differentiate between the entities with respect to the
class. Though there are numerous classifiers to perform anal-
ysis by differentiating the entities, rule based classification is
quite rare in the microarray data analysis field.

The rule based classification model requires a set of well
formed rules, such that the healthcare professionals can diag-
nose the disease and the suitable treatment for the disease can
be figured out. However, it is a difficult task to figure out the
effective rules from a voluminous dataset with noise. In addi-
tion to this, the dimensionality of microarray data is quite
larger and hence, there rule based classification technique
may require greater number of rules to perform classification.

The bio-inspired algorithms prove better performance over
the complex problems with greater search space. There are so
many bio-inspired algorithms presented in the literature.
Hence, it is better to utilize the bio-inspired algorithms tomine
the rules being framed. Now-a-days, rule mining with the help
of bio-inspired algorithms is becoming the new research trend
and some of the samples are ABCMiner [1] and BeeMiner [2].

Recognizing the need of better classification technique and
to present an aid to the healthcare professionals, this article
intends to propose a rule based classification model based on
Cuckoo Search Optimization Algorithm (CSOA). The main
task of CSOA is to detect the perfect interval upon the rule
based classification scheme to classify between the microarray
gene data. The proposed work considers the microarray gene
datasets with both binary and multi-classes of cancer. The
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rules framed by the proposed approach are understandable and
effective.

This article presents a web application to perform disease
classification based on rules, which is beneficial for the
healthcare professionals. This work aims to predict the disease
by means of the association rules formed with respect to the
association between the entities and the Cuckoo Search
Optimization Algorithm (CSOA). The proposed approach
classifies the microarray gene expression data.

This work considers different gene expression data with
binary and multi-class datasets. The performance of this ap-
proach proves that this work shows better classification accu-
racy and hence, the proposed model can be utilized as an aid
for biologists. Some of the work contributions are presented as
follows.

& This work presents a rule based classification model,
which is quite rare in the existing literature.

& The framed rules help in extracting better knowledge and
train the classification model accordingly.

& The accuracy rate of the proposed approach is better,
which is evident in the performance analysis.

The rest of the content is organized in the following way.
Section 2 presents the review of literature with respect to mi-
croarray gene data analysis. The proposed rule based classifi-
cation technique for microarray gene data is elaborated in
section 3. The performance of the proposed approach is eval-
uated in section 4. Finally, section 5 concludes the article with
the future possible enhancements.

Review of literature

This section reviews the related literature with respect to mi-
croarray gene data analysis.

A gene expression analysis for early lung cancer prediction
technique is presented with the help of machine learning tech-
niques in [3]. This work analyses the microarray gene expres-
sion data of the Kent Ridge bio-medical dataset to detect the
lung cancer. Themost optimal set of genes is selected from the
microarray gene data to predict the cancer causing agent.

A microarray image gridding and segmentation technique
is proposed in [4], which is executed on Graphics Processing
Unit (GPU). This work intends to achieve better performance
by utilizing the available resources in the Computed Unified
Device Architecture (CUDA). It is claimed that the proposed
approach shows better performance by consuming minimal
time period.

A faster cDNA microarray gene expression data classifier
is proposed for diagnosing the diseases in [5]. This work en-
hances the Gene Expression Graph based classifier for mini-
mizing the computation time. This work filters the genes by

means of the edge weight, in order to increase the classifica-
tion accuracy and to reduce the false-positive rates.

In [6], a consensus gene selection criteria is proposed on
the basis of distributed GPU with partial least-square based
microarray data analysis is presented. This work measures the
consistency and distinctiveness of gene expressions and the
genes associated with the specific disease are figured out. The
process of gene selection is accelerated as the work is imple-
mented in distributed GPU. This work utilizes Diffused Large
B Cell Lymphoma (DLBCL) and Prostrate cancer datasets.

A grouped gene selection of cancer based on adaptive
sparse group lasso with respect to conditional mutual infor-
mation is proposed in [7]. Initially, the genes are grouped by
means of weighted gene co-expression network for the cancer
microarray data. The conditional mutual information is uti-
lized to compute the integrated and data driven weights.
This paves way for enhancing the correlation between the
genes in all the groups. By this way, the genes are classified
and selected.

In [8], a microarray based cancer diagnostic system is pro-
posed on the basis of repeated cross validation based ensemble
feature selection. This work resamples the data by means of
ensemble techniques and the features are selected by Repeated
Cross Validation (RCV). The performance of this work is
compared against Support Vector Machine (SVM) and recur-
sive feature elimination techniques. The performance of this
approach is evaluated in four different datasets.

A local nearest neighbour based feature weighting system is
proposed for gene selection in [9]. This work considers the
nearest neighbours based weighting approach by minimizing
and maximizing the distances of within-class and between-
class locally with respect to k nearest neighbour rule. This ap-
proach can be utilized in both binary and multi-class problems.

In [10], the feature selection and feature extraction tech-
niques are combined together by utilizing deep learning in
order to predict the outcome of the breast cancer. This work
presents an unsupervised feature learning model by combin-
ing the Principal Component Analysis (PCA) and autoencoder
neural network to detect the unique features of gene expres-
sions. The AdaBoost algorithm based ensemble classifier is
employed to predict the clinical outcomes of breast cancer.

The significance and functional similarity of gene identifica-
tion with respect to the disease is proposed in [11]. This gene
selection algorithm combines the information acquired from the
protein interaction network and the gene expression profile.
The significance of the gene is computed by comparing it with
the other gene by utilizing mutual information. This work per-
forms analysis on different cancer microarray datasets.

In [12], a system to predict the progression of cancer by
employing gene interaction regularized elastic net is proposed.
This work considers both the measurement and interaction
information of the gene by establishing the elastic net. The
discriminate features are chosen with the help of the grouping
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effect. This work is evaluated over ovarian and breast cancer
datasets.

An auto-weighted least square method is presented for
predicting the missing values in the microarray data in [13].
This work weights the neighbourhood genes with respect to a
corresponding gene in terms of the gene significance. The
convergence is enhancedwith the help of an accelerating strat-
egy. The missing values on the microarray data is predicted by
this work as well.

In [14], a fast and scalable feature selection technique is
proposed for gene expression data based on Hilbert-Schmidt
independence criterion. The correlation between the gene ex-
pression data and the response variables are figured out by
detecting the informative genes with the help of multivariate
algorithm. This algorithm can be utilized on different response
variables and is suitable of binary and multi-class
classification.

A large-scale microarray data analysis meant for cloud-
scale genomic signals is presented in [15]. This work is based
on the cloud-scale distributed parallel based one dimensional
wavelet based transformation for declaring a threshold. This
idea retains the genes by means of denoising process to clas-
sify between the cancer types. However, this work processes
the image based data.

In [16], an unsupervised gene selection technique is pro-
posed on the basis of matrix factorization framework. This
work introduces an unsupervised two-stage gene selection
technique, in which the first stage clusters the genes by re-
moving the redundant gene with the help of k-NN algorithm.
The second stage selects the significant genes out of all the
genes with the help of matrix factorization.

In [17], a gene retrieval system is presented on the basis of
Local Fisher Discriminant Analysis (LFDA) and Support
Vector Machine (SVM) is proposed. The LFDA is utilized
for reducing the dimensionality of the microarray data and
SVM is utilized for classification. A microarray data gene
retrieval system based on Kernelized LFDA and Extreme
Learning Machine (ELM) is proposed in [18]. In [19], an
ensemble classification based technique is proposed on the
basis of Information Gain Ratio (IGR) and classifiers k-NN,
SVM and ELM.

Motivated by these existing works, this article intends to
propose a gene classification system based on rule based clas-
sification model. The intention of this work is to make the
entire process simpler with better understandability and is
achieved by the meaningful rules.

Proposed approach

This section elaborates the proposed web application for dis-
ease prediction by forming rules. Initially, the overview of the
work is presented as follows.

Work overview

Data classification is one of the widespread problems being
faced by the data mining applications. It is a complex task to
classify between the data, as the effectiveness of the classifi-
cation system depends on the knowledge imparted to the clas-
sifier. Microarray data is quite voluminous and is pretty hard
to impart knowledge to classifier. In addition to this, the mi-
croarray cancer data analysis is completely related to the hu-
man lives.

The objective of the microarray cancer data classification is
to form a classification model, which enables the classifier to
decide the best possible class of the entity. As this work han-
dles the data related to human lives, the accuracy of the system
is the main concern. Though there are numerous disease pre-
diction and diagnostic systems available in the literature, the
microarray data based classification techniques are scarce.
Additionally, the classification techniques are hard to under-
stand and in order to deal with this issue, this work attempts to
propose a rule based classification scheme. The overall flow
of the work is presented in Fig. 1.

The proposed approach deals with the voluminous micro-
array data for framing the rule set, such that the class associ-
ated with the entity can be figured out in the forthcoming
process. There are several classification algorithms for micro-
array data, which are based on classifiers such as k-NN, SVM,

Microarray

Gene Data

Data Pre-processing by IGR

Rule Formation by CSOA

Rule Pruning by Association Rule
Mining

Pruned
Rules

Classification

Fig. 1 Overview of the proposed approach
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ELM, decision tree and so on. These classifiers perform better,
however learning process of the classifiers depend on the sta-
tistical and mathematical ideas that can applied irrespective of
the nature of domain. The classifiers are common for all sorts
of classification problems and so the classifiers cannot derive
problem specific knowledge with respect to the datasets.

Understanding the benefits of rule based classification tech-
niques, this article presents a rule based classification scheme for
microarray data. The proposed approach involves four significant
phases and they are data pre-processing, rule formation, rule
pruning and classification. The rules are framed by means of
the bio-inspired algorithm namely CSOA. This work generates
the significant rules for better classification accuracy. The pro-
posed approach is elaborated in the following section.

Proposed Rule based Classification Approach

The rule based classification scheme requires more rules to
ensure better classification but, it is quite tough to save more
number of rules and to handle them. In addition to this, it is
challenging to detect the appropriate rules for performing clas-
sification. The proposed work intends to address the above
stated issues by forming dynamic rules with the help of CSOA.

The CSOA is completely based on the behaviour of cuckoo
with the levy flight concept, as discussed in [20]. Basically,
the CSO algorithm involves three significant phases and they
are egg laying phase, quality of egg assessment and nest main-
tenance. The cuckoo bird lays eggs on the nest in a random
fashion and the quality of eggs is assessed in the quality as-
sessment phase. The eggs with better quality alone are suitable
for the next generation. Suppose, if the nest contains eggs with
poor quality, then the nests are discarded.

The proposed work achieves the goals in four different
phases and they are data pre-processing, rule formation, rule
pruning and classification phases. All these phases are ex-
plained as follows.

Microarray Data Pre-processing

The microarray dataset is high dimensional and hence, the
dimensionality has to be reduced for better data processing.
The high dimensionality of the microarray dataset slows down
the process and degrades the performance of the system.
Understanding the issue of high dimensionality, this work
reduces the dimensionality by selecting the significant genes
by employing Information Gain Ratio (IGR), as performed in
our previous work [19].

The IGR chooses the significant genes by considering the
information gain and the gene with maximal correlation level
are chosen as significant genes. The IGR is computed by

IGR Fð Þ ¼ IGS−IG Fð Þ
IGS þ IG Fð Þ

� �
� 100 ð1Þ

Where IGs and IGF are given by

IGS ¼ −
r:o c1; Sð Þ

jSj
� �

log2
r:o c1; Sð Þ

jSj
� �

ð2Þ

IG Fð Þ ¼ jFij
jFj

� �
� IG Fið Þ ð3Þ

In the above equations, r:o c1;Sð Þ
jSj

h i
denotes the probability of

the repetitive occurrence of a gene, which is present in the
class c1. Let the feature f contains q unique values, which
can be represented as {f1, f2, f3, … , fq}. For a dataset with f
features, the training dataset is formed as follows {c1, c2, c3,
… , cq}.

Hence, the IGR selects the genes with more significance by
considering the correlation and information gain and these
virulent genes are utilized for the forthcoming phases.

Rule Formation Phase

Rule formation is the heart of the proposed approach, which is
meant for building the meaningful rule set and paves way easy
classification. Hence, this work pays more attention to form
better rules and the rules framed by the proposed work follows
a specific structure. Consider that all the rules formed by the
proposed work are represented in a standard format as given
below.

Rl rli1 ; rli2 ;…CL; rlinð Þ ð4Þ

Here, rlin is the different attributes and n is the total count of
entities being present in each rule and is fixed on the basis of
the count of genes. Suppose, if the user employs five genes to
perform classification, then the classification rule is framed
with the help of five genes. Each rule of the system involves
two important parts and the standard form of the rule is as
follows.

Rl : rli→CL ð5Þ

Each and every rule is identified with the help of an iden-
tifier and is called as the index. Apart from this, each rule is
treated with the operations such as max, min and mean. These
operations are performed over the expression with respect to
the class. The max and min are the two basic and significant
operations, which can reveal the upper and the lower limit of
the values.

Hence, the optimal upper and lower limits help in attaining
better results and the limits are fixed by the CSO algorithm.
The second important stage of rule formation is the rule de-
tection, which intends to detect a particular kind of cancer out
of the whole entities in the microarray data. The rules are
detected in the following way. As mentioned earlier, each
and every rule is computed with the max and mix values for
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every rule in the solution space. The lower and upper limit of a
rule is computed by the following equations.

rli lowlð Þ ¼ rli:m−q1 � rli:max−rli:minð Þ ð6Þ
rli uplð Þ ¼ rli:mþ q2 � rli:max−rli:minð Þ ð7Þ

In the above equations, rli. max and the rli. min are the max-
imum and minimum values of the rule item denoted as rli. With
the upper and lower limits, the general range can be figured out.
rli. m denotes the mean value of the microarray expression with
specific identifier and is computed with respect to all the entities
present in a specific class. q1 and q2 are the values ranging be-
tween 0 and 1. It is always ensured that the lowl and upl are
unequal to each other and lowl is always lesser than the upl. As
soon as the rules are detected, the fitness of the rules is figured out
with the help of standard performance indicators such as True
Positive (TP), True Negative (TN), False Positive (FP) and False
Negative (FN), as presented in eq. 8.

Rfit ¼ TP
TP þ FN

� TN
TN þ FP

ð8Þ

The gene data with respect to index is evaluated and when
the value of the gene data exists between the lowl and upl, then
it can be included in the rule. The class is predicted with the
help of TP, TN, FP and FN. TP indicates that the total count of
entities with predicted class and are included in the rule. TN
denotes that the total count of entities with unpredicted class
and are not included in the rule. FP indicates that the total
count of entities with unpredicted class and are not included
in the rule. FN indicates that the total count of entities with
predicted class and are not included in the rule.

When the rules are formed by this way, the optimal solution
to the problem is figured out by the CSO algorithm. This
algorithm is based on the concept of egg laying by cuckoo
on a randomly picked nest. The nests with high quality eggs
alone are suitable for the next generation and the nests with
poor quality eggs are discarded. In this case, the rules are eggs
and the nests are randomly chosen.

For the rule item ri1, the position of the cuckoo is randomly
selected with the help of levy flights.

X tþ1ð Þ
i ¼ X tð Þ

i þ α⊕Levy λð Þ ð9Þ

Levy λð Þ ¼ t−λ;λ∈ 0; 3½ � ð10Þ

Where λ is the step-length. In equation (9), X tþ1ð Þ
i is the

microarray data identifier of a new rule item, which is on the

nest t. X tð Þ
i is the microarray data identifier of a rule item on the

nest t, which is the neighbour of the current solution. 훼 rep-
resents the step size and is greater than 0, mostly set as 1. ⊕
indicates the entry-wise multiplication, which is similar to the
PSO algorithm. Employment of Levy flight boosts up the
efficiency of navigating through the search space [20].

Suppose, when the position of egg has to be modified and it
can be attained by changing the limit of the rule item as follows.

X tþ1ð Þ
i :upl ¼ X tþ1ð Þ

i :max−γ ð11Þ
X tþ1ð Þ

i :lowl ¼ X tþ1ð Þ
i :minþ γ ð12Þ

X tþ1ð Þ
i :upl and X tþ1ð Þ

i :lowl denote the upper and the lower
limit of the new rule and γ is the random number between 0
and 1. Hence, the rules are formed by considering the range of
the data. Though, it is unnecessary tomaintain all the rules and
hence, the rules with optimal fitness rates are to be chosen and
saved for future reference. This is done by the rule pruning
step and is explained in the following section.

Rule Pruning Phase

The total count of rules computed by the rule formation phase
is more and the count can be reduced with the help of this
phase. The main task of this phase is to remove the duplicate
and ineffective rules. Let the microarray training data is rep-
resented asMTD and CL is the class label. Each rule rli can be
represented as in equation 5 and the support (SUP) and con-
fidence (CON) rates of the rules are computed as follows.

SUP Rlið Þ ¼ TP
CL

ð13Þ

CON Rlið Þ ¼ TP
TP þ FP

ð14Þ

The support of a rule is computed by the count of entities in
the training dataset with matching items Rli for a given class
label CL. The total count of matching rule items Rli with class
label CL with the total count of matching rule items Rli is
computed to determine the confidence of the rule. The overall
algorithm of this work is presented as follows.

Proposed Algorithm

Input: Microarray gene dataset
Output: Disease classification
Begin
//Pre-processing
Pre-process the dataset by employing eqn.1;
//Rule formation
Rule set = NULL;
Choose a class from a set of classes;
Detect the rules and compute the fitness;
Add the rules with greatest fitness to the rule set;
//Rule pruning
Prune the rules by eqns (13) and (14);
//Classification
Compute the feasibility of the sample and forecast;
Return the result;
End;

Hence, the rules with maximal confidence are taken into
account and stored for future classification. The data classifi-
cation is presented as follows.
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Classification Phase

The entity is classified by computing the feasibility of the sample
with respect to a particular class and is computed by the following

Feasibility ¼ TP
Ccl

ð15Þ

The feasibility of the sample is the ratio of the TP rate and
the count of the entities with respect to a specific class being
forecasted. The test entity is treated with the forecasting value
of the rules as follows.

Forecast ¼ w1� Rfit
� �þ w2� feasibilityð Þ ð16Þ

In the above equation,w1 andw2 are theweighted parameters
with respect to the fitness and the feasibility level. W1 is a ran-
dom number between 0 and 1, w2 is computed by (1−w1). The
test sample is treated with these equations, so as to forecast the
appropriate class for the sample. The class with the greatest fea-
sibility is taken into account and suggested to the user. The clas-
sification accuracy of the microarray dataset is computed by the
ratio of the perfectly classified test sample (CCTs) to the total
count of samples in the dataset being classified correctly (Nc).

Classification accuracy ¼ CCTs

Nc
ð17Þ

By this way, the rule is provided with the classification
accuracy. The performance of the proposed approach is eval-
uated in the forthcoming section.

Results and discussion

The performance of the proposed approach is evaluated over
both binary and multiclass datasets. The binary class microar-
ray datasets include colon, leukemia and lung cancer [21–23].
The considered multi-class microarray datasets are SRBCT,
lymphoma and leukemia [24–26]. The initialized cuckoos
are 200 and the termination condition is fixed by considering
the count of iterations, which is 2500. The count of gene and
classes available in the dataset are presented in Table 1.

The performance of the proposed work is tested and the
experimental results are computed and compared with the
existing approaches. The performance metrics considered
are accuracy, sensitivity, specificity and time consumption.
The experimental results attained by the proposed approach
are as follows (Figs. 2, 3 and 4).

The performance of the proposed approach is compared
against two recently proposed algorithms found in [27, 28]
respectively. When the performance of the proposed approach
is tested, the accuracy, sensitivity, specificity rates are proven
to the maximum when compared to the existing approaches,
while consuming minimal time period. The main reason for
the better performance of the proposed approach is the utili-
zation of CSOA and the rule pruning phase. This work can be
applied to datasets with any classes without any prior

Table 1 Dataset details

Dataset Classes Total entities Gene count

Colon 2 62 2000

Leukemia 2 72 7129

Lung 2 96 7129

SRBCT 4 83 2308

Lymphoma 3 62 4026

Leukemia 3 72 7129
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knowledge. As the rules are pruned with respect to the effec-
tiveness, the performance of the proposed approach is en-
hanced. The following section concludes the paper.

Conclusions

This article proposes a rule based classification model that
relies on CSOA, which is meant for microarray gene data.
The microarray gene data is highly voluminous and is difficult
to perform classification, which is required to distinguish be-
tween the type of cancer. This work trains the system with the
sample train data obtained from the publicly available datasets
and the proposed approach forms rules with the help of
CSOA. The formed rules are then pruned with the help of
associative rule mining, in order to select the efficient rules
alone. Finally, the classification is performed by computing
the feasibility and forecast values. Themain advantages of this
work are that the users need not to possess any prior knowl-
edge and the classification can be done for any dataset. As the
classification is based on rules, the proposed work is user-
friendly and easily understandable. In future, this work is
planned to be extended by considering the microarray image.
In addition to this, the performance of different bio-inspired
algorithms are planned to be incorporated into the system.
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Abstract- 

World wide web has become one of the most significant 

resources nowadays. It brings the information mainly in the 

form of web pages. It may contain informative contents as 

well as non-informative contents. The non-informative 

contents like advertisements, header, footer, copyright 

statements, etc are called noisy parts. It has been proved that 

almost 40-50% contents are these types of noisy data. Web 

mining is an application of data mining technique to extract 

informative contents from non-informative contents. Web 

content mining is a subdivision under web mining. It is 
defined as the process of extracting informative content from 

non-informative contents known as noise. The advantage of 

eliminating non-informative content will saving in storage and 

indexing. This paper describes various methods for extracting 

web information from the huge volume of data present in 

world wide web. 

 

Keywords: Hierarchical pattern based clustering, vision based 

approach, support vector, noisy data 

 

 

INTRODUCTION 
Web content mining is the process of extracting core contents 

from web documents. The term content extraction was 

introduced by Rahman[13]. As the internet grows rapidly, 

anyone can upload or download any information at any time. 

This leads to the continuous expansion of irrelevant, 

redundant, structured and unstructured information on the web 

pages. A web document may contain audio, video, text, 

images, tables etc. Extracting useful information from these 

types of unstructured data is a complex task. Some algorithms 

were developed for this purpose and each one has its 

advantages and disadvantages. 
Content extraction has many advantages. It is easier for 

accessing useful information in a timely and efficient manner. 

Irrelevant and redundant information is removed. Since it will 

not waste their time and memory for indexing and storing 

irrelevant content, the performance of search engine is 

increased. So it can be considered as a pre-processor for 

search engine. It also helps users to browse internet through 

small screen devices. It also helps in generating rich site 

summary from blogs or articles. 

Normally a web content extractor, extracts all the information 

on the web pages including text, graphics, audio, video, links, 

advertisements, contents, etc. During the extraction process, 

noisy data are discarded and useful information is preserved. 

Many algorithms were developed for eliminating these noisy 

information and extracting the core contents of the web pages. 

 

 

LITERATURE REVIEW 

Many authors have tried to exploit content extraction tools for 

web documents. Some highlights of the relevant work are 

outlined here. 

Sandip et al [1] proposed the automatic identification of 
informative sections of web pages. Here four simple yet 

powerful algorithms called Contentextractor, 

FeatureExtractor, K-FeatureExtractor an L-Extractor were 

proposed to identify and separate content blocks from non-

content blocks. FeatureExtractor is based on the 

characterization and uses heuristics based on the occurance of 

certain features to identify content blocks. K-FeaureExtractor 

is a special modification of FeatureExtractor which perform 

better in a wide variety of web pages. ContentExtractor 

identifies non-content blocks based on the appearance of the 

same block in multiple web pages. L-Extractor uses various 

block features and train a support vector(SV) based classifier 
to identify a informative block versus a non-informative 

block. First, the algorithm partition the web page into blocks 

based on heuristics. Second, the algorithm classifies each 

block as either a content block or non-content block. It has the 

advantage that both K-FeatureExtractor and ContentExtractor 

produce excellent precision and recall values and runtime 

efficiency. It also reduces the complexity and increases the 

effectiveness of the extraction process. It has the disadvantage 

that it will increase the storage requirement for indices and the 

efficiency of the markup algorithm are not improved. 

Yinghui et al[2] proposed a methodology called Hierarchical 
pattern based clustering algorithm. Based on using item sets to 

represent patterns in web transactions, Greedy Hierarchical 

item set based clustering (GHIC) has been presented. At first, 

the set of frequent item sets in the unclustered data is 

obtained. After that, a new dataset (Binary item sets dataset) 

was generated where the rows represent the original 

transactions and the columns represent the presence or 

absence of a frequent item set. This is represented as the new 

set of transactions. The problem was converted into clustering 

these binary vectors. Then GHIC is presented to solve the 

clustering problem in the new set of transactions. It has the 
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advantage that a set of item sets was allowed to describe a 

cluster instead of just a set of items and it has the ability to 

explain the clusters and the differences between clusters. 

Difference or similarity matrix was not considered here. 

Jinbeom Kang et al[3] proposed a new method of web page 

segmentation by recognizing tag patterns in the DOM tree 
structure of a page. These repetitive HTML tag patterns are 

called key patterns. Repetition based page 

segmentation(REPS) algorithm is proposed to detect key 

patterns in a page and to generate virtual nodes to correctly 

segment nested blocks. REPS proceeds in four phases. First a 

web page is represented by a DOM tree structure after 

removing less meaningful tags such as <a>, <b>, <script>, etc 

from the HTML source of the page. In the second phase, 

REPS generates a sequence from the DOM tree by using the 

tags in the child nodes of the root node. The third phase is to 

find the key patterns from the sequence and recognize 

candidate blocks by matching the sequence with the key 
patterns. The final phase of REPS is to generate blocks in a 

page by modifying the DOM tree into a more deeply 

hierarchical structure by introducing virtual nodes. 

Chia-Hui Chang[4] done a survey of web information 

extraction systems. They noticed some points like to automate 

the translation of input pages into structured data, a lot of 

efforts have been devoted in the area of information 

extraction(IE). IE produces structured data ready for post 

processing, which is critical to many application of web 

mining and searching tools. The web IE processes online 

documents that are semi-structured and usually generate 
automatically by a server-side application program. Web IE 

usually applies machine learning and pattern mining 

techniques to exploit the syntactical patterns of the template 

based documents. They found disadvantages like the 

extraction precision is greatly decreased in case of missing or 

multiple order attributes. 

Wei Liu et al [5] proposed a method called Vision based 

approach for deep web data extraction. It is primarily based on 

the visual features human users can capture on the deep web 

pages while also utilizing some simple non-visual information 

such as data types and frequent symbols to make the solution 

more robust. It consists of two main components, vision based 
data record extractor(ViDRE) and vision based data item 

extractor(ViDIE). First, given a sample deep web page from a 

web database, obtain its visual representation and transform 

into a visual block tree. Second, extract data records from the 

Visual Block tree. Third, partition extracted data records into 

data items and align the data items of the same semantic 

together. Fourth, generate visual wrappers (a set of visual 

extraction rules) for the web database based on sample deep 

web pages. ViDE can easily distinguish the misaligned data 

items due to their different fonts or positions. Visual 

information of web pages helps to implement web data 
extraction. Demerits like either precision or recall is not 100 

percent. Also this measure indicates the percentage of web 

databases the automated solution fails to achieve perfect 

extraction. 

Badr Hssina et al[14] proposed a method to extract required 

pattern by removing noise that is present in the web document 

using hand-crafted rules. Hand-crafted rules use string 

manipulation functions to extract information from HTML. 

Since the source of information is a mixture of image, audio, 

presentation, etc, it is not easy to separate out the informative 

content effectively and intelligently. First, connect to any 

website and get data from that site. Then choose options like 

extract links, extract image, extract media, extract HTML 

schemas, extract content. 
R.Gunasundari[15] developed a method to extract content 

from web pages, which is based on links present in a web site. 

In this method, algorithm judges the contents by several 

parameters in the nodes. They are Link Text Density(LTD), 

Link Amount(LA), Link Amount Density(LAD) and Node 

Text Length(NTL).LTD and NTL are very important 

parameter for content location judgement and LA & LAD are 

indicators for accurate content judgement. The following 

methods are used for extracting the main contents. First, 

standardize the web page tags. Second, pre-processing the 

web page tags. Third, judging the location of the content. 

Four, extracting the content. Five, Adjusting the extraction 
results. This method can reduce quantity of data transmission 

and complexity. Also it is suitable for data collection workers 

and other professionals. Concept retrieval and the expansion 

of semantic and synonyms are needed for further work. 

According to S.S. Bhamare [16] noise on the 

web pages are not the part of the main content and this 

irrelevant information in web pages can really affect web 

mining task. Two categories of noise group are formed. They 

are global noise and local noise. There are web cleaning 

techniques or methods. 

1. Page segmentation manually or automatically 
segments a web page into small blocks focusing on 

coherant subtopics. 

2. Block matching identifies logically comparable 

blocks in different web pages. 

3. Importance evaluation measures the importance of 

each block accrding to different information or 

measurements. 

4. Noise determination distinguishes noisy blocks from 

non-noisy blocks based on the importance evaluation 

of blocks 

 

Pralhad S Gamre et al[17] organize a set of documents into 
categories through clustering. Grouping of similar documents 

into clusters will help the users to find the information easily. 

Objects in the same cluster should be similar. Also, objects in 

one cluster should be dissimilar from objects in other cluster. 

Hybrid approach uses concept based mining model. In this 

model, it analyses terms on the sentence, document, corpus 

level and Hierarchical Agglomerative Clustering(HAC) to 

group similar documents in clusters and the documents are 

arranged in hierarchical structure to make easy access of web 

documents. 

Requirements for document clustering methods are identified. 
They are extraction of informative features, overlapping 

cluster model, scalability, noise tolerance, incremental and 

result presentation[17]. Some properties of clustering 

algorithm are data model, similarity measure and cluster 

model. The proposed system works in the following manner. 

1. Retrieve the results obtained for a search query from 

search engine. 
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2. Select the most important results from all the 

retrieved URLs. 

3. Preprocess the documents using concept based 

model. 

4. Measure the importance of each concept with respect 

to semantics of sentences. 
5. Use Hierarchical Agglomerative Clustering (HAC) to 

group the similar documents in clusters and the 

documents are arranged in hierarchical structure. 

 

 
 

 

Categorizing similar documents together into clusters will 

help the users to find useful information quicker. Each cluster 

contains documents that are very similar to each other and 

very dissimilar to the documents in other clusters. Clustering 

can increase the efficiency of information retrieval. So, it will 

reduce the time and get high precision. An important issue is 
incrementality, because web pages changes frequently and 

new pages are added frequently. 

 

 

CONCLUSION 

Each of these model examines web content present in the 

internet and extract information using various methods. All 

these methods have some pros and cons. The review on 

several existing models is examined and the pitfalls explored 

are identified during the review. As future work, research is to 

be continued on alternative method for extracting core 

contents from web pages. 
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Abstract--- Web mining is an application of data mining 

to extract informative content from World Wide 

Web(WWW). It has become one of the most significant 

resources nowadays. It may contain informative as well as 

non-informative contents. Non-informative contents may 

be header, footer, advertisements, copyright information, 

etc. These are called noisy data. A user needs only main 

contents. Web mining methods are useful for removing 

noisy parts and extract main contents from a web page, 

The advantage of using web mining methods is reduced 

time. Also, it provides users the needed information. This 

paper describes various methods for eliminating non-

informative content from the large volume of data present 

in World Wide Web. 

Keywords- Noisy data, web mining, cluster, outlier 

I. INTRODUCTION 

In WWW, meaningful data is extracted using data mining 

application called web mining. Anyone can upload or 

download any information at any time. So, internet grows 

rapidly and it leads to continuous expansion of irrelevant, 

redundant, structured and unstructured data on the web. In 

current development of data, extraction is a difficult work. 

Many algorithms were developed for extracting  core 

contents from web pages. Using web mining methods, the 

needed information can be accessed timely and efficient 

manner.  

A web content extractor extracts the core contents by 

removing the noises such as header, footer, copyright 

information, advertisements, etc. In this algorithm, 

character_density of each tag is calculated and compares it 

with threshold value. 

II. WEB MINING CATEGORIES 

It has 3 classes: Web usage mining, Web structure mining 

and Web content mining. 

A. Web content mining 

It is the process of extraction of meaningful data from 

huge quantity of material available on the web pages. Web 

page consists of information in the form of text, audio, 

images, tables, video etc.  Most of the data present on the 

web is structured, semi-structured or unstructured form. 

Data extraction from structured pages is easy when 

compared with semi-structured or unstructured pages. Web 

content mining follows two approaches.  
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a. Agent based approach 

The objective of agent based approach is to find relevant 

and significant information available. 

(a) Intelligent search agents- It searches for information 

automatically besides a particular query. 

(b) Information filtering/categorizing agents- Filters the data 

present on web. 

(c) Personalized web agents-IT discovers those documents 

which are any how related to the user profiles. 

b. Database Approach 

Database approach consists of databases which contain 

attributes, tables and schema. By using standard query, 

organize the semi-structured data present on the web pages 

into structured data.  

B. Web structure mining 

A web graph structure contains nodes and edges. Here 

nodes represent web pages and edges represent hyperlinks 

which connect two interrelated pages. Web structure mining 

uses graph theory for analyzing the node and link structure 

of a web site. Web structural mining can be classify on the 

basis of web structural data types: 

1. Hyperlink analysis- It links the webpage from current 

page to some other location or page. 

2. Document structure- It is the process of mining 

document structure which includes analysis of the tree-like 

structure of page structures to describe XML or HTML tag 

usage. 

C. Web Usage Mining 

A web consists of inter-related files on one or more 

servers. Web usage mining is used to find interesting and 

meaningful usage pattern from data on web to understand 

the requirements of web based applications. Web usage 

mining can be classified upon the type of usage data 

considered. 

• Web server data: Web server data includes user logs, 

access time, page reference and IP address. 

• Application server data: To build an e-commerce 

websites and applications is a feature of commercial 

application server. Create application server log is a key 

attribute or feature of application server data. 

• Application level data: New type of event is defined 

and then logging of that event is turned on. [1] 
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Fig 1: 

 

This page covers enormous volume of undesirable 

material, named as noisy information. The header, footer, 

copyright, navigational panel and advertisements are known 

as noisy content. Noises can be classified as : 

• Global noise: Global noises are redundant web pages on 

the internet. Global noises spread over websites  such as 

duplicate page, Mirror  sites and so on. 

• Local noise: Local noises are also known as intra page 

noise. These are unimportant information in a web 

pages such as copy right, advertisements, footer, 

header, navigation bar and so on 

Web content extraction is to identify the main content blocks 

by removing global and local noises from a web page [2]. 

It extracts valuable information by exploring the 

hyperlinks, audio, text, video, metadata, image and so on. It 

aids to know customer behavior and analyze the performance 

of a web site.  It aids to develop companies indirectly. Web 

content mining estimates the hunt outcome of search engine 

and extracts the core contents from web pages. It takes more 

time manually. If analyzed information is in huge quantity, 

tough to discover out appropriate data [3].  

Web sites may contain structured, unstructured, semi 

structured and multimedia data. Web content mining 

becomes complicated when it has to analyse these types of 

data. Unstructured data mining techniques are Information 

extraction, topic tracking, summarization, categorization, 

clustering and information visualization. Web crawler, 

wrapper generation and page content mining are structured 

data mining techniques. Semi- structured methods are OEM, 

Top down extraction and web data extraction language.  

Color histogram matching, multimedia miner and Shot 

Boundary Detection are multimedia data mining methods.  

Categorization classified documents into various classes. 

It aids to recognize the key subject of a document pool.  

Cluster is the collection of associated documents. The 

clustering is process of clustering documents depend on the 

similarity measure. Some common clustering algorithms 

available are hierarchical, binary relational and fuzzy. 

Similarity measure is the most important factor in clustering 

algorithms.  

Summarization reduces the amount of text in a document. 

For this, the user defined a parameters list. [4] 

III. WEB MINING METHODS 

Some methods are developed for web content mining. 

Each and every method has advantages as well as 

disadvantages.        Some of them are: 

a. Hybrid Approach  

It includes rule generation and automatic extraction 

methods. Mining of useful content from HTML pages called 

rule generation method. DOM tree is built to know the 

visual content of the web page along with features initially. 

Feature extraction technique is used between <div> and 

<td> tags. To generate rules and well-formed document, 

machine learning methods like Decision tree classification 

and Naïve Bays Classification are applied Rules generated 

from these methods are used for extracting the core content 

from the web pages.  

b. Outliers Detection Method 

Outlier detection is a process for detecting the  noises that 

are irrelevant to the informative content. First the documents 

are preprocessed for outlier detection. A list of word are 

generated by tokenizing the document and these are stored 

in the repository. These tokens are presented in the 

repository is used to generate a vector numerically 

representing the preprocessed document. Outliers are 

identified in the data set depends on the distance to their k 

nearest neighbors. It uses  a distance search  through the k-th 

nearest neighborhood, so it implements some type of 

locality as well. Those objects with the largest distance to 

their k-th nearest neighbors are considered as outlier 

respective to the data set. [5] 

IV. PROPOSED METHOD 

The objective of the proposed method is to extract 

informative content from a web page. So, proposed system, 

the non-informative contents are eliminated and display only 

the informative contents. A set of web pages is given as 

input and set of informative contents within the web page 

provides as output.  

Depends on the contents of HTML tags, tags can be 

classified into  two types: positive tag and negative tag. 

Positive tag contains useful or core content in a web page. 

Negative tags are also called noises and all tags except the  

positive tags are negative tags. Negative tag does not 

contain any useful information and it reduces the 

performance of web pages. Removing the negative tags or 

noisy data will improve the performance of web  content  

mining. Some negative tags are Anchor tag(<a>), Style 

tag(<style>), Link tag(<link>), Script tag(<script>), 

Comment tag(<!--…-->), Noscript tag(<noscript>), 

Horizontal ruler(<hr>) and Line Break(<br>).   

A. Algorithm Noise Removal 

Input: An HTML page 

1. Convert HTML into XHTML 

2. Remove tags<script>, <img>, <style>, <declaration>, 

<option>, <comment> and <meta>. 

3. Construct a DOM Tree T for web page. 

4. Compute threshold for web page 

5. For every child node c in T do 
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 Compute character_density(c) 

6. If character_density(c) > threshold then  

6.1 content = c 

7. else  remove (c)  

8. end if 

9. end for 

 

Output: Web page without noises. 

Noise in the web page contains less text. Also content 

contains lengthy texts. In a tree structure ,  <body>  is the 

root node and it contains noise as well as content. So, it has 

more text than noise and more hyperlinks than content. Its 

character_density should be an intermediate value for 

compare each node’s density. Character_density of <body> 

tag is considered as threshold for our study. If 

character_density of a node is greater than   given threshold 

then we can say that the node is a content node and not a 

noise block. If it is a noise block, discard that block. 

B. DOM Tree construction 

[17]Document Object Model (DOM) is a standardized 

and language  independent interface for accessing and 

updating content and structure of documents. It is a logical 

structure of a document. A DOM tree is constructed 

corresponding to each  HTML page. Tags are internal nodes 

and the information within these tags are leaf nodes.  

[18] DOM tree structure permit  dynamic access of 

programs and scripts. It is used to update the content and  

structure of a page. DOM defines the logical structure of 

documents and the way for accessing and manipulating the 

document. Using DOM method ,  structure of the  web page 

can be constructed. Web pages include noise and relevant 

data. Consider the example given below. 

Example 1. 

<html> 

 <head> 

 <title> Welcome:DOM Tree</title> 

</head>  

 <body> 

      <table> 

  <tr>  

<td> Character Number</td> 

</tr> 

      </table> 

      <div> 

 <p>Tag</p> 

     </div> 

 </body> 

</html> 

 

 
 

Fig 2: DOM tree construction 

 

Algorithm character_density(c)  

Input: Node c 

1. for all child node i under  c do 

2. c.CharNum=CountChar(c) 

3. c.TagNum= CountTag(c)  

4. if i.TagNum=0 then 

5. i.TagNum=1 

6. End if 

7. Calculate  

      character_density(c) = i.CharNum / i.TagNum 

Output: character_density(c) 

Here CharNum is the number of characters present in the 

subtree. 

TagNum is the number of tags in the subtree. 

Character_density is the ratio of CharNum to TagNum. 

TagNum value is set to 1 if TagNum equal to 0. 

V. RESULT  

Character_density for the tags in example1 can be 

calculated as follows. 

1. <body>:  CharNum=41, TagNum=5 

,Character_Density=8.2 

2. <td>: CharNum=16, TagNum=1,Character_Density=16 

3. <div>: CharNum=3,TagNum=1,Character_Density=3 

Threshold value is 8.2, Character_Density of each tag is 

compared and the tag with below this threshold value is 

considered as noise. 

VI. ISSUES IN WEB MINING 

 Large Data Sets- Web data sets can be very large. It 

require huge amount of storage on the database.  

 Large no. of Servers- A single server can not mine 

all the data. 

 Hardware and Software Management- Proper 

organization of software and hardware is required 

to mine multitera byte data set which is not an easy 

task. 
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 Data Cleaning- Automated data cleaning is 

required on large scale to find out useful 

information from data. 

 Relevant Information- Difficult to find out 

important information from large database on web. 

 New knowledge Mining- Extracting new 

knowledge from the web by using traditional 

methods.[1] 

VII. CONCLUSION 

The technique is proposed for content extraction from 

web pages in this paper.  In this method, the HTML tags are 

analysed and we divide the tags as Positive tag and Negative 

tag. All the negative tags are removed, since negative tags 

are considered as noises present in the web pages. To find 

out negative tags, character_density is calculated for each 

tags. After removing all the noises, the informative contents 

are extracted. It produces effective result for user query and 

thus the user get accurate information. This method takes 

less time considering the other methods.  
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Abstract—The research deals with prediction of Diabetes Mellitus in Pregnant and Non pregnant obese adult ladies using the 

data mining classification algorithms such as J48, Naïve Bayes, and SVM. Comparative study of classification algorithm is 

done by using Naïve Bayes, J48 and SVM. The results obtained by J48 and Naïve Bayes were found to be more satisfactory 

when compared to SVM classification. Naïve Bayes and J48 can be used as a predictor classifier for doing the diabetes mellitus 

prediction. 
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I.  INTRODUCTION  

 

Diabetes is a very severe health issue, when the level of 

blood glucose becomes unregulated. Glucose acts as fuel of 

human body. When the body uses glucose as a fuel, insulin is 

essential to get the glucose into cells. Diabetes happens 

because either production of insulin is insufficient or the 

cells don’t react accurately to insulin or both. The symptoms 

are increased thirst and hunger [8]. There are three types of 

diabetes mellitus. Type 1 Diabetes is known as “Insulin 

dependent diabetes mellitus” (IDDM). It is also known as 

“Juvenile Diabetes”. IDDM is very common among children. 

Type 1 diabetes causes the body’s failure to produce 

sufficient insulin. Type 2 Diabetes known as “Non-insulin 

dependent diabetes mellitus” or “Adult onset diabetes” is a 

condition caused by producing insufficient insulin to the 

body demands and it does not respond to the same. Type 3 

Diabetes is gestational diabetes is caused by the development 

of high blood glucose level during pregnancy due to 

undiagnosed diabetes [1]. 

 

In general Diabetes is seen in all kinds of age group so it is 

often known as queen of all diseases.  The research focuses 

on identifying standard set of parameters that directly 

contribute to diabetes and selecting an efficient algorithm 

would greatly aide patients to identify their possibility of 

getting diabetes without the need for doctors or other 

expensive equipment.  

 

Data mining is process of identifying valuable information 

from large amounts of heterogeneous data and identifying  

 

and determining patterns and rules. Currently health 

organizations produce huge amount of data mainly in the 

area of cancer which are very difficult to analyses. Medical 

data mining helps extract hidden patterns, thereby opening 

the door to an enormous source of analysis of medical data 

including classification, clustering, regression, and so on. 

Data mining Classification is an information technique which 

is used to do lot of prediction. Classification is a technique 

which is every so often used for predicting valuable patterns 

and it helps to reduce the time required to identify these 

patterns. It also helps to extract some efficient rules from the 

proposed dataset [3]. 

 

Prediction on diabetes can be done with the help of three 

classification algorithms such as J48, SVM and Naïve Bayes. 

J48 builds a classification model by using Decision Tree 

from a set of labeled training data with the concept of 

information entropy. The Naïve Bayes Algorithm is based on 

conditional probabilities [4]. 

 

Few studies have focused on comparing data mining 

classifiers such as Support vector machine (SVM), 

Regression, BayesNet, Naïve Bayes and Decision Table for 

the grouping of diabetic patient dataset. Data mining 

techniques is utilized as a part of healthcare field for 

diagnosis of diabetes and treatment [1].The healthcare 

associations use Data mining techniques like classification, 

clustering and association to build their ability for decision 

making regarding patient health. A patient classified as "high 

risk" and "low risk" on the basis of the seriousness of the 

sickness[4].The researchers’ concentrates on recognizing the 



   International Journal of Computer Sciences and Engineering                                   Vol.6(10), Oct.  2018, E-ISSN: 2347-2693 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        102 

best classification algorithm for the combining of data that 

functions better on various data sets and they have observed 

the correctness of the tool may vary depending on the data 

set has been used. The results of the few studies shows that 

the execution of a classifier depends upon the data set, 

especially when there are number of attributes which are 

used in the data set [6].Most of the researchers have done 

comparison of classification algorithms by using different 

data set. Researchers highlight the application challenges and 

future issues of data mining in the field of health and care 

filed and Data mining methods are also used in management 

of healthcare for diagnosis and treatment, Healthcare 

resource management and Customer relationship 

Management. According to the author’s experimental work it 

is found that the Naïve Bayes and decision tree are the best 

and efficient Data mining classifiers. 

 

The remaining of the paper is formulated as follows; Section 

2 discusses the methodology of research, Brief description 

about dataset and classification algorithms. In section 3 

Result and discussion compares the accuracy of three 

different classification algorithms with PIMA Indian dataset. 

Finally the paper concludes in section 4. 

 

II. METHODOLOGY 

 

The Decision Tree and Naïve Bayes are the most popular 

classifiers in the field of Data mining. The current research 

focuses on Diabetes Mellitus prediction in Pregnant and Non 

pregnant obese adult ladies using the data mining classifiers 

such as J48, Naïve Bayes, and SVM. So these different 

classification algorithms were taken into consideration for 

experimental comparison. 

 

2.1. Decision Tree (DT) 

DT classifier is an efficient Data mining classification 

algorithm. Quinlan’s ID3, C4.5, J48 and CART are some of 

the popular DT algorithms. As the name suggests DT is a 

tree which helps to make powerful decisions and it consists 

of root node, branches and leaf nodes. Internal node contains 

questions. Each branch denotes the result of a test and each 

leaves represents decision. The main aim of applying 

decision tree is to anticipate the estimation of target attribute 

based on input values. Usually tree creates from top to 

bottom. 

To implement DT classifier there are different steps 

involved: they are, 

1. Given dataset S, select an attribute as class Label 

(Dependent variable) to splitting tuples in partitions.  

2. To decide a splitting criterion to generate a partition in 

which all tuples have a place with a single class and select 

best split to create a node   

3. Repeat above steps until complete tree is grown. 

DT Classifier helps to extract IF-THEN rules, thus it is also 

known as rule based classifier. 

2.2. J48 Algorithm 

The algorithm J48 has two inputs T and A where T is the 

training record and A is the Attributes. It expands the leaf 

node until criteria is met and works recursively selecting the 

best node to split the data. 

 

Step 1 : BuildTree (T, A)    

Step 2 : IF End_Cond (T,A)=false THEN   

Step 3 : Root=CNode ()     

Step 4 :Root.TCondition=findbest-partition (T, A);  

Step 5     : Let X = {v}//v is the possible outcome of  

  Root.TCondition     

Step 6 : For each v ε X do    

Step 7 : Tv = {t} // Root.TCondition (t) =v and t ε   

Step 8 : Leaf= BuildTree (Tv, A)    

Step 9 : Add leaf as descendent of root node  

Step 10   : End for loop     

Step 11   : End IF      

Step 12 : Return root     

Step 13 : ELSE      

Step 14 : Child=CNode ();    

Step 15 : Child. Label=Classify (T); Return child. 

End_Cond:     

      

This function terminates the build tree process by checking 

whether all the records have the child label or the same 

attribute values  

 

CNode (): 

This function creates the new node 

Findbest-partition (T, A): 

This function selects the best attribute for splitting the 

records 

Classify (); 

This function assigns the Class label to the child node [9]. 

 

2.3. Naïve Bayes 

Naïve Bayes classification algorithm is a probability based 

classifier. Naive Bayes predicts the future activities based on 

some historical data. Naïve Bayes gives high accuracy and 

speed when it applied on large data set.  

 

Algorithm mainly based on three concepts. They are , 

Prior => all the information from day to day and past 

experiences  

Likely hood =>possibility of information 

Posterior =>predicting some particular information based on 

the information 

 

2.3.1. Algorithm 

1. Assume D is a training set of data along with its 

associated class labels and each tuple represented by T. 

Each tuple consists of n dimensional attributes T= (T1, 

T2….Tn). 
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2. Suppose there are M classes C1, C2……CM. Given a 

tuple T, the classifier will predict that T belongs to the 

class having the highest posterior probability conditioned 

on T. 

P (Ci | T) >P (Cj | T) 

 

3. As P (T) is constant for all classes only P (T | Ci) P (Ci) 

need to be maximized. 

 

4. Dataset D  with many attribute would be  

computationally expensive, so compute  

P (T | Ci) based on equation 1 

 

P (T | Ci) =P (T1 | Ci). P (T2 | Ci)…… P (Tn | Ci) --------(1) 

 

5. Compute the maximized posterior hypothesis as in 

equation 2 

P (Ci | T) =P (T | Ci)P (Ci) / P (T) ---------------------(2) 

 

2.4. Support Vector Machine (SVM) 

SVM Classifier can be applied on linear and non-linear data. 

It transforms the original data set into larger dimensions by 

making use of non-linear mapping and searches for a linear 

separable hyper plane within the new dimensions. This 

hyperplane is a decision boundary separates tuples of 

different classes. Data from two classes (for example, data of 

patients with and without diabetes) can always be separated 

by a hyper plane. Support vectors and margins are used order 

to find the hyper plane. Support vectors are subsets of the 

actual training tuples. SVM is used for both prediction and 

classification. 

 

Maximum marginal hyper plane separates two classes 

correctly. Hyper planes with larger margins will be more 

accurate as compared to those with smaller margins. A hyper 

plane will always be equally distant from both sides of the 

margin. Separating hyper plane can be written as: 

 

Wv * X +B=0 ----------------------------------(3) 

In equation 3 where, 

Wv: weight of the vector 

B: Biase 

X: Training tuple 

 

III. RESULTS AND DISCUSSION 

 

3.1. Dataset Description 

The data set collected from UCI machine learning repository. 

It consists of 768 instances and 9 Attributes. All patients here 

are females at least 21 years old of Pima Indian heritage. 

 
Figure 1. Screenshot of Pima Indian Dataset 

 

The Figure 1 depicts an overview of the sample Pima Indian 

Dataset. The attributes are Number of times pregnant, Plasma 

glucose concentration a two hours in an oral glucose 

tolerance test, Diastolic blood pressure (mm Hg), and Body 

Mass Index, Age (years) etc. 

 

The figure creates a mining structure which excludes some of 

the fields of Dataset, in favor of a model that is filtered on  

particular attributes such as Plasma greater than 120 , BMI  

greater than 40 who belongs to the target group of 20-30 

again dataset divides into two based of pregnant and Non-

pregnant ladies. The performance of classifiers has been 

analyzed and prediction has been done on the basis of 

possibility of getting diabetes in pregnant and non-pregnant 

ladies.  The dataset is used to train and test the diabetic data 

set by dividing training data and test data using 90-10 ratio. 

The experiment results with J48, Naïve Bayes, and SVM 

show the improvement in accuracy. 
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Figure 2. Block Diagram of J48 

 

The Figure 2 depicts the block diagram of j48 classifier. After collecting the dataset the implementation is done with J48 

Decision Tree. Then decision rules are extracted for predicting the diabetes in pregnant and non-pregnant ladies separately.J48 

is a kind of decision tree which generates some relevant rules by proposed dataset. The J48 decision tree for diabetes diagnosis 

in pregnant ladies using Pima Indian diabetes dataset is depicted in Figure 3. 

 

 
Figure 3.The J48 decision tree for diabetes in pregnant ladies 

 

Rule 1. If plasma> 158 then Class=> Tested Positive 

Rule 2. If plasma<= 158 & BMI >32.9 then Class=> Tested Negative 

Rule 3. If plasma<= 158 & BMI <= 32.9 & Pedegree > 0.295 then Class=>Tested Positive 

Rule 4. If plasma<= 158 & BMI <= 32.9 & Pedegree <= 0.295 then Class=>Tested Negative 

 

Certain rules have been extracted while executing J48 decision tree algorithm for pregnant ladies. If a person has plasma 

concentration above 158 then the person will be a diabetic patient. If plasma concentration is less than 158 and BMI greater 

than 32.9 then that particular person will not be a diabetic patient. If plasma is less than or equal to 158 and BMI is less than or 

equal to 32.9 and pedegree greater than 0.295 then the patient will be tested positive, but if pedegree is less than or equal to 

0.295 then that person will be non-diabetic for the same. 
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Figure 4. The J48 decision tree for diabetes in non- pregnant ladies 

 

The Figure 4 depicts the visualization of rule based tree which is extracted by J48 with proposed dataset related to non-

pregnant ladies. The extracted IF-THEN rules follow, 

Rule 1. If bp<= 68 then Class=>Tested Positive 

Rule 2. If bp> 68 & plasma> 167 then Class=>Tested Positive 

Rule 3. If bp> 68 & plasma<= 167 & mass <= 36.3 then Class=>Tested Negative 

Rule 4. If bp> 68 & plasma<= 167 & mass > 36.3 & Insulin>130 then Class=>Tested Negative 

Rule 5. If bp> 68 & plasma<= 167 & mass > 36.3 & Insulin<=130 then Class=>Tested Positive 

 

From Rule 1 to Rule5, it is achieved that if the blood pressure is less than or equal to 68 then the particular patient will be 

diabetic. If the blood pressure is greater than or equal to 68 and plasma is less than or equal to 167, Body mass index is greater 

than 36.3 then the particular patient will not be diabetic. 

 

Table. 1: Performance result of classifiers 

 

 Classifier 

Correctly 

classified 

instances 

Incorrectly 

classified 

instances 

Time 

(sec) 

Kappa 

statistic 

Mean 

absolute 

error 

 

Root 

mean 

squared 

error 

 

Pregnant 

Ladies 

Naïve 

Bayes 
85.71 % 14.28 % 0.01 0.72 0.2221 0.2778 

J48 85.71 % 14.28 % 0.01 0.72 0.2175 0.3464 

SVM 42.85% 57.14 % 0.01 0 0.5714 0.7559 

 

Non-

Pregnant 

Ladies 

Naïve 

Bayes 
75  % 25 % 0.01 0.3846 0.2608 0.4555 

J48 68.75  % 31.25   % 0.02 0.3103 0.3542 0.5408 

SVM 66.66% 33.33 % 0.00 0 0.3333 0.5774 

 

The Table 1 shows the performance of Naïve Bayes, J48 and SVM based on correctly classified instances, incorrectly 

classified instances, computing time, Kappa Statistic, Mean absolute error and Root mean squared error. Naïve Bayes and J48 

have more accuracy compared to that of the SVM. The table above shows that the SVM classifier is not suitable for this 

particular dataset.  Percentage split is used as the test option.90 % of data used for training and the remaining 10 % for testing. 

Graphical representation of above table is given below in Figure5. 
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Figure 5. Performance evaluation on Naïve Bayes, J48 and SVM 

 

 

 

 
 

Figure 6. Diabetes prediction in pregnant and non-pregnant ladies 

 

The Figure 6 depicts the possibility of getting diabetes in pregnant and non-pregnant ladies with the help of three classifiers. 

Naïve bayes classifier predicts that,   42.8% chances is there for getting diabetes in pregnant ladies but in the case of non-

pregnant ladies the possibility is more, that is 87.5 %.while running J48 classifier possibility of getting diabetes in pregnant 

ladies is 42.8% but in non-pregnant ladies it is 68.75%.In the case of SVM chances of getting diabetes in pregnant ladies is 0% 

but in non-pregnant ladies it is 100%. 
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IV. CONCLUSION  

 

In this work, we discussed the possibility of getting diabetics 

in pregnant and non-pregnant adult obese ladies based on 

some relevant attributes such as Age, BMI and Plasma 

concentration. Through this research work we can conclude 

that Naïve Bayes and J48 as an efficient predictable classifier 

than SVM for diabetes data set and also predicted  the 

chances of getting diabetes in Non-Pregnant Ladies are 

greater than that for pregnant Ladies. 
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Abstract— We consider Question answering systems (QAS) as the next step in information retrieval, allowing users to create 

questions in natural language and get concise answers. Researches show that exact classification of questions with respect to 

the expected answer type is imperative to make a successful QAS. The duty of classifying distinctive questions becomes hard 

and challenging because there are variety of Natural Language Questions. Due to the agglutinative nature researchers find so 

many difficulties in Malayalam based QAS. So a very limited researches have been done in classifying Malayalam Questions 

with the help of  Machine Learning Techniques.  In this paper, we have used Support Vector Machines (SVM) to classify 

Questions. In Malayalam we can classify the question into following types     (what),       (when),      (how), 

     (where),         (why),     (how many/how much) and   (who). For Malayalam Question classification 

using SVM 1is the average precision, 0.93 is the average recall and the average F1 Score is 0.95. So the outcome that we 

obtained shows the effectiveness of Support Vector Machines in classifying the question.   

 

Keywords— Malayalam Question Classification, Support Vector Machine, Machine Learning, Question Answering 

I. INTRODUCTION 

With the invention of computers the life of human has 

become much easier. In this century with the help of any web 

search engines any person can access any data, which is at 

any place of the world at his/her a finger tip. We expect the 

computers to act like an intelligent human being. Because of 

this a new stream called Artificial Intelligence (AI) has 

emerged in the field of Computer Science. 

 

Natural Language Processing (NLP) is a branch of AI, where 

a user is interacting in his own language such as English, 

Malayalam etc to an intelligent system. Since there are many 

languages in the world, understanding of Natural Language 

become an important hurdle in making the computers 

intelligent. Question Answering is one of the major tasks in 

NLP. Question Answering in natural languages can be done 

using various techniques in NLP such as Information 

Retrieval (IR), Machine Learning, Knowledge 

Representation, etc [1],[2],[3]. 

 

Based on the application domain the Question Answering 

System (QAS) can be classified into: Restricted domain QAS 

and General domain QAS. Restricted domain QAS answers 

only domain specific questions [4]. Here the answers will be 

searched only within a specific document collection. General 

domain QAS answers questions from all domains, but the 

answer will not be very precise [5]. In our research we are 

mainly concentrating on the Restricted domain, which is 

tourism. 

 

One of the most challenging problem in question answering 

is to classify the question which is given by the user [6]. A 

Question Classification module has two main advantages. 1)  

It provides an outlook on the type of the answer which helps 

us to proceed further to find out and confirm the answer. 2) It 

gives us the information that help downstream processes in 

finding answer selection strategies that may be answer type 

specific, rather than uniform. 

 

Usually, Question Classification can be achieved by two 

approaches: Rule-based approach and machine learning 

approach. In this paper with the help of machine learning 

approaches we are deriving the expected answer types. This 

work contains three parts: (i) A scheme of classification of 

answer types into which questions should be arranged  (ii) 

With the correct answer type scheme of classification a 

corpus of questions are to be disposed and (iii) an algorithm 

that gain knowledge from this corpus and makes the correct 

prediction [7]. With the help of supervised machine learning 

techniques, we could train a classifier using the corpuses that 

are manually annotated with their question and its 
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corresponding answer type. Creating corpus for training and 

testing is a much time-consuming and  a tedious task, but the 

advantage is that we do not require any rule-writing skills 

[8]. 

 

Section 1 contains the introduction of NLP and QAS, Section 

2 contains the motivation for QAS and importance of 

Malayalam language, Section 3 contain the related work of 

QAS, Section 4 contain the architecture and essential steps of 

Question Classification, section 5 describes Effectiveness 

and Efficiency, Section 6 describes results and discussion of 

question classification and Section 7 concludes research 

work.  
 

II. MOTIVATION FOR QUESTION ANSWERING 

SYSTEM(QAS) 
 

From the very beginning itself, human beings are always in 

search of information. With the aid of web search engines or 

other IR techniques appropriate information is available to 

everyone at their finger tips. Question answering can be 

considered as a specialized type of IR. When we are using 

web search engine, we are getting only the relevant pages but 

we are interested in getting the precise answer to the 

questions. Question answering helps us to obtain the exact 

answer, and it includes NLP, IR, Machine Learning (ML), 

Knowledge Representation, Logic and Inference, Semantic 

Search, etc. So we can say that almost every branches of AI 

is contained in Question Answering.  QAS can be used in 

any domain, such as tourism, teaching, personal assistants, 

medical science, etc. It can be used in every situation where 

we are in need of help from the computers. So this research 

is very much relevant in the current scenario. 

 

In India there are 22 scheduled languages and many more 

unscheduled languages. Malayalam is one among the 

scheduled languages. Malayalam belongs to the Dravidian 

family of languages and is the official language of south 

Indian state Kerala. Malayalam Language is rich in 

Morphological inflections ie, adding of suffixes, prefixes and 

infixes to the root or the stem word. Due to its agglutinative 

nature, researchers find so many difficulties in Malayalam 

based QAS. The literacy rate of Kerala is 96.7 percentages, 

which is the highest literacy rate in India. Most of the 

Keralites knows only Malayalam language and are not so 

good in using English language. Kerala is known as God’s 

own Country. Kerala is famous for its Ayurvedic treatments, 

high mountains, gorges and deep-cut valleys, lush and 

evergreen rain forests, coconut palms, backwaters, and food 

items. Keralites also want to know a lot of things about the 

different tourism spots and its related things. Getting exact 

answer from a set of documents in Malayalam for a 

particular question is very difficult. They required a system 

that can help them to find a precise or short answer to their 

questions. 
 

III. REVIEW OF LITERATURE 

 

Nowadays to get the correct answer to a question from 

internet with the help of a web browser using own language 

we are in need of QAS. L. Hirschman et al. gives us a brief 

idea of the upcoming research trends in QA in English. The 

background of the TREC QA evaluations, the results 

obtained from it, the methodology used for evaluation, the 

four important methods which are most important in QA, etc. 

are discussed in this paper [9].  

 

Dell Zhang et al. had done a comparison between the 

different algorithms used for Machine Learning. The 

algorithms which they used were Support Vector Machine 

(SVM), Nearest Neighbours (NN), Naïve Bayes (NB), 

Decision Tree (DT) and Sparse Network of Winnows 

(SNoW). They found that SVM can achieve performance 

improvement over other Machine Learning algorithms [10]. 

 

Bhoir V et al. proposed solution of QAS works for a specific 

domain of tourism. The crawler developed in the system 

gathers web page information which is processed using NLP 

and procedure programming for a specific keyword. The 

system returns precise short string answers or list to natural 

language questions related to tourism domain like distance, 

person, date, list of hotels, list of forts, etc [11]. 

 

Pragisha K. et al.  given the system which finds answers of 

Malayalam factual questions by analyzing a repository of 

Malayalam documents for handling the four classes of 

factual questions in Malayalam for closed domain. The QA 

system is divided into three modules as Question Analysis, 

Text Retrieval and answer snippet extraction and Answer 

identification [12]. 

 

Raji Sukumar et al. presented a model for developing 

intelligent query processing in Malayalam. For this they had 

selected a time enquiry system in Malayalam language. 

Natural Language Query Processing System is a restricted 

domain system, deals with the natural Language Queries on 

time enquiry for different modes of transportation. The 

system performs a shallow syntactic and semantic analysis of 

the input query. After the knowledge level understanding of 

the query, the system triggers a reasoning process to 

determine the type of query and the result slots that are 

required [13].  
 

IV. PROPOSED MALAYALAM QUESTION 

CLASSIFICATION 

 

SVM is a supervised machine learning method that examines 

the given data and arrange them into one of the two 

categories. It is a clever method to overcome over fitting and 

can deal with a large number of features with less 

computation. Using SVM we are trying to find out different 
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question keywords in Malayalam from our question phrase 

and then classify them based on the training data which we 

have already created. We have used testing data sets which 

are translated from Text REtrievial Conference (TREC 10) 

and then assigned labels to them. 

 

 

 

 

 

 

 

 

 

Figure 1: Question Classification using SVM 

 

In Malayalam we can classify the question into the 

following types:     (what),       (when), 
     (how),       (where),          (why), 

    (how many/how much) and    (who).The 

following table shows the different types of questions and 

their assigned labels with examples. 

 

 

 

 

 

 

 

 

 

Table 1: Question type 
 

Question Type 
Expected Answer 

Type 
Example and label 

    (what)       
(Thing) 

Eg. ബ ോട്ടിൽ                       ? 

(What fuel does the boat use?) 

For this question the main class is ENTITY and sub class is  Substance 

        
(Definition) 

Eg. എന്തോണ് ടൂറിസം? 
(what is tourism) 

For this question the main class is DESCRIPTION and sub class is  

Definition 

     (when)      
(time) 

Eg.                       
(When does the show start?) 

For this question the main class is NUMERIC and sub class is  

Date/Time 

    (how)        
(manner) 

Eg. എനിക്ക് മൂന്നോറിൽ എങ്ങിനന എത്തിബേരോം? 

(How can I reach Munnar?) 

For this question the main class is DESCRIPTION and sub class is  

Manner 

     (where)     
(Location) 

Eg.                 
(Where is taj mahal?) 

For this question the main class is LOCATION and sub class is  City or 

Country 

         
(why) 

      
(Reason) 

Eg.                              
(Why are you going to Kannur?) 

For this question the main class is DESCRIPTION and sub class is  

Reason 

Post labelled 

questions for 

training and 

testing 

Natural 

Language 

Questions 

SVM 

Classifier 

Question 

Classification 

Accuracy 

and 

Evaluation 
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    (how many / 

how much) 

    
(Count )/    
(Quantity) 

Eg.                          
(How many states are there in India?) 

For this question the main class is NUMERIC and sub class is  Count 

  (who)      
(Person) 

Eg.           ടൂറിസം മന്ത്ന്തി   ? 

(Who is the tourism minister of Kerala?) 

For this question the main class is HUMAN and sub class is Individual 

 

V. EFFECTIVENESS AND EFFICIENCY  

 

In our Malayalam Question classifier system, the user will 

provide a natural language question to the system. The 

Malayalam Question classifier will train the system based on 

the 200 training data set which we had already labelled. Then 

it will test it using the testing data set. Based on this, the 

question posed will be classified and will be assigned a label. 

The effectiveness and efficiency of the system is measured 

with the help of precision and recall system. 

 

Precision can be defined as in what ratio we could predict 

positive identifications was actually correct? Precision (P) is 

the total count of True Positives (TP) divided by the total 

count of True Positives (TP) plus the total count of False 

Positives (FP).  

 

                    P = 
FPTP

TP


                                     (1) 

Recall can be defined as in what ratio we could predict actual 

positives was identified correctly? Recall (R) is the total count 

of True Positives (TP) divided by the total count of True 

Positives (TP) plus the total count of False Negatives (FN).  

                     R = 
FNTP

TP


                                    (2) 

 

A True Positive (TP) is a result where the system correctly 

forecast the positive class. A True Negative (TN) is a result 

where the system correctly forecast the negative class. A False 

Positive (FP) is a result where the system incorrectly forecast 

the positive class. A False Negative (FN) is a result where the 

system incorrectly forecast the negative class. In Binary 

Classification, we can have either positive class or negative 

class. Positive class denotes the object we are searching and 

the negative class denotes the other chance. 

F1 score or F Measure is required when we are in need to find 

a balance between Precision and Recall. F1 score can be 

defined as the weighted average of Precision and Recall. 

 

                    F1 Score = 2 
RP

RP



*                          (3) 

 

Various 200 questions for training and 100 questions for 

testing are utilized with SVM and classified effectively with 

precision of 1. 

 
 

Table 2: Performance Evaluation for SVM 
 

Question Type Precision Recall F1 Score 

എന്ത് (what) 1 0.92 0.95 

എബപോൾ (when) 1 0.95 0.97 

എങ്ങനന (how) 1 0.89 0.94 

എവിനട (where) 1 0.94 0.96 

എന്തുന ോണ്ട് (why) 1 0.91 0.95 

എന്ത്ര (how many/how much) 1 0.94 0.96 

ആര് (who) 1 0.96 0.97 

Average 1 0.93 0.95 
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Figure 2: Graphical Performance Evaluation for SVM 

 

VI. RESULTS AND DISCUSSION 

The precision, recall and F1 score for the recorded question 

types obtained by SVM for classifying the questions are 

demonstrated on table 2 and figure 2. The obtained average 

precision by SVM is 1 the recall is 0.93 and the F1 Score is 

0.95. The outcome is extraordinarily encouraging compared 

to some current research on QAS of English language with 

average precision 0.7 and recall 0.63 [14] and precision 0.73 

and recall 0.73 [15].  Consequently, the result we obtained 

shows the effectiveness of SVM in classifying the questions. 
 

VII. CONCLUSION 

 

For Question classification, average precision, recall and F1 

score are 1, 0.93 and 0.95 respectively. Hence, the result that 

we obtained shows the effectives of Support Vector 

Machines in classifying the question. The Question 

classification has an important role in determining the 

techniques used for extracting the correct answer. So we can 

expect that with the help of Question Classification method 

we could develop a Malayalam QAS with much better 

accuracy and precision. 
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Abstract 

 This paper examined the views of people on introduction of cashless economy in India. Digital India programme is a 

pioneering programme of the Government of India with a vision to transform India into a digitally empowered society and 

knowledge economy. “Cashless, Paperless, Faceless,” is one of declared role of Digital India.  

 The study was conducted in rural areas of Kasaragod district and data was collected with the help of structured 

questionnaire and analyzed using simple random sampling techniques. It carried out with objectives of understanding the 

importance of cashless economy, how cashless economy is effective in rural economy and to study the current position of 

cashless economy in India s shows that cashless economy will help in curbing black money, counterfeit’s fake currency, fighting 

against terrorism, reduce cash related robbery, helps in improving economic growth of our country. The study carried out 50 

respondents including both youngsters and aged groups. 

Key words: Demonetisation, digital transactions, financial literacy 

Introduction 

A cashless economy is an economy in which all type of transaction is carried out through digital means. Here the major 

role is that of, banks and policymakers. It includes e - banking (mobile banking, banking through computers) debit cards, credit 

cards and swipe cards etc. Adopting these initiatives all over the nation irrespective of urban or rural disparity decides the 

success of cashless economy initiatives. In rural areas government have more importance role to encourage poor and illiterate 

people. In rural areas to make digital payments more common government is taking initiative by promoting Aadhar payment 

which ensures financial transaction by just using finger print. Digital India programme is a pioneering programme of the 

Government of India with a vision to transform India into a digitally empowered society and knowledge economy. “Faceless, 

Paperless, Cashless” is one of professed role of Digital India. 

The term cashless economy was first introduced in India economy by former Prime Minister Dr. Manmohan Singh later 

Mr. Narendra Modi gave more importance in cashless economy. The RBI and the Government are making several measures to 

reduce the use of cash in the economy by promoting the digital/payment devices including prepaid instruments and cards. 

Government with the help of RBI tries to make the country cashless in transactions. Here, the term less cash society and cashless 

transaction economy indicate the same thing of reducing cash transactions and settlement rather doing transactions digitally. 

Cashless transaction economy indicates a culture of people settling transactions digitally and not going shortage of cash. In a 

modern economy, money moves electronically. Expansion of e payment landscape along with people who takes digital payment 

as a culture is the base to fulfill the target of the government.  

As Mahatma Gandhi said the soul of the nation is in the rural India. Since 66 % of the total population of the country is 

still in Rural India as per the WTO Calculation, Mahatma Gandhi’s statement is still valid. And the success of any initiative in 

India to be a successful one, it has to be reached into the rural area. So the study focus on a village to analysis how far the 

cashless India initiative has reached to the soul of the nation.  

Objectives  

 To understand the government initiatives to implement cashless economy concept in India. 

 To examine effectiveness and reach of cashless economy initiatives in rural area. 

Hypothesis 

1. H0: There is no significant influence of cashless economy initiatives on rural people. 

Methodology  

An analysis of cashless economy initiative in rural India and its impact on rural people in Kallar Grama Panchayath is 

based on following aspects: Awareness of cashless economy in rural people, how it is effective in rural economy and what are 
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the different cashless transactions techniques used by rural people. The area of study is the Kallar Grama Panchayath. The 

primary data is the core part it has been collected through the use of definitely structured questionnaire. The subsidiary data is 

collected from magazines, Journals, Books and various websites. The analytical part of the study is based on statistical tools and 

methods, graphs and charts etc. 

Analysis 

Infusion of technology into transactions brings paradigm shift to the society and paves way for cashless economy in any 

economy. Indian banks have advanced to the global level in adopting technology due to the government support as well as to 

compete with the foreign counterparts. Technology has become a business driver. Banking has moved to a new dimension once 

the internet and mobiles become so wider along with speedy net connection.  

The ultimate aim of the government is make the country a fully cashless payment based economy. But to accomplish 

this task is not easy. Cashless transactions, basically for a country where cent percentage literacy is a distant dream, have their 

downsides for consumers. On the other hand, for those who have access to digital payments, discarding cashless options or 

hesitating to use technology is also not the answer, especially in the wake of the financial crisis brought on by the government’s 

demonetisation move. A cashless economy has its benefits. Moving to cashless options provides the consumers a convenient and 

customer friendly business atmosphere. For the government it reduces not issuing cost, fake currency and black money concerns.  

Traditionally, debit cards, credits cards, internet banking and telephone were the online transactions provisions. But the 

introduction of smart phones brought a paradigm shift. But the security of transactions has also increased manifold. India has 

witnessed faster growth and transition in digital payment initiatives, from e-Wallets to the Unified Payment Interface to a 

combination of the two. Cashless payment options available in India are.  

1) E Wallets – Electronic Wallets have become very common these days. At the outset of demonetisation itself, use of e wallets 

has been implemented at a very large-scale. These e wallets permit the users to make payments using your mobile number or by 

scanning a QR code which takes place in a second. 

2) UPI –UPI (Unified Payments Interface) is another great way to go cashless. Using unified payments interface, people can do 

transactions using their smart phones. People having a bank account, which is already ensured through financial inclusion and a 

smart phone, can do transactions. 

3) Plastic Money – Card payments, using either debit card or credit card are classified as Plastic Money. The wide network of 

POS (Point of Sale) machines and ATM cards increases the cashless transactions. Now a days ATM machines are replaced by 

POS in shops so as to use the cards to swipe and thereby encouraging cashless transactions. Transaction of money to various e 

wallets and payments are possible using the ATM cards. 

4) Net Banking – Internet banking is another stepping stone towards cashless transaction. It is the base for most for the mobile 

application as well as e wallets. Net banking provides almost all the banking services and it can be called as the small branch of a 

bank. 

5) Aadhaar Card – Aadhaar Card enabled payment system allows a person to pay using his aadhaar card if it is linked to his 

bank account. A person whose Adhar is linked with bank account can make transaction with a biometric detection device mostly 

finger print reader instead of carrying any cards instruments etc. 

National Payments Corporation of India reported that there is tremendous increase in usage of cards at Point of Sale 

(POS) terminals at retail outlets and shops. The value of transactions almost doubled. Immediate Payment Service (IMPS) and 

Unified Payments Interface (UPI) usage has also manifolded. Number of POS in   India is around 14 lakh and all the terminals 

accept all brands of debit and credit cards. 

 

 

 

Contemporary footsteps towards cashless economy  

Green banking, Digital India and less-cash economy are the keen focus of the Indian Government. By 2020 the average 

age of Indians are expected to be 29 years and smart phones are common. Youth everywhere are tech savvy. With the number of 

mobile owners are one million plus, 30% among them are smart phone users. Banks are focusing on adopting latest technologies 

and providing a number of applications and products to improve customer service and withstand in the cutthroat competition. 

Provide the best digital solution for all banking activities especially payments anywhere any time is the present agenda of all the 

banks. The demonetisation process aimed less cash society along with all stated goals and the government is pressing the banks 

to implements the same through, POS machines, mobile banking, mobile wallets, Adhar enabled payments systems, Jandhan 

accounts etc. Government of India even set a target of 25 billion digital transactions in the year 2017. Cheap availability of 

internet facilities especially by Jio also helped in gaining momentum in the digitalisation process and e-banking as well as m-

banking. 

The digitalisation process in India gained momentum and pace recently. The technological infrastructure also increases 

rapidly and more and more people are into it day by day. And it is expected that the no cash payment which is 22% of the total 

payment will overtake cash payment by 2023. Thus in order to make cash less economy and digital India banks is focusing 

technological up gradation and innovations.  

Portable POS machines are latest up gradation in the banking industry. Basically they are now wifi enabled and so the 

internet connection is possible without connecting to the modem. The advantage is that even the customers can connect the POS 

machines to their mobile phone wifi and fund transfer is possible with that connection. Near Field Communication (NFC) 

technology enabled Terminal are given for Point of Sale for safe and trouble free banking. Near Field Communication (NFC) 

technology is the next generation short-range high frequency wireless communication technology. NFC is handy for customers 

as this technology make transactions simpler, exchange the digital content, and connects those electronic devices with a touch. It 
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is an amalgam today's diverse contactless technologies, enabling current and future solutions in various areas like payment, 

transportation & digital exchange 

Social media in Banking: The presents generation youngsters are chained to social media such as Face book, twitter etc. The 

latest technology in banking is that linking social media accounts of its customers with the bank accounts. So that the social 

media accounts of the customers can be used as a platform for basic banking activities. Most of the Indian banks are started 

making use of this innovation. SBI has also makes use of this technology so that the youngsters are finding more comfort with 

the bank.  

Platforms Like “SBI Mingle” – its social media banking platform for Face book and Twitter users. Using SBI Mingle, its 

customers can do a host of banking services like checking balance and requesting mini statements on their Face book or Twitter 

accounts. The Bank is also planning to introduce more services like request for chequebook, stop cheque, register for mobile 

banking, internet banking, and SMS alerts and block ATM/Debit Card on this platform soon.  

m-Wallet is latest technological addition to the Indian banking system. The heavy rush of smart phone users and the demand for 

the mobile based banking technology paved the way for m-Wallet. This is a mobile based app which is designed for effortless 

authentication and transfer of money. In this common plat form once the app is installed the user can transfer money from his 

account and keep the money in this account for e-trade and e-shopping and so on. Since online shopping and e- payments are 

gaining momentum instead of keeping liquid money in pocket people shit to the m-Wallets. M-Wallets provide bill payment 

facilities, recharge options and much more. It is been followed by other banks mobile apps like Fedmobile etc. 

The BHIM app: The BHIM application inaugurated by Prime Minister in India on 30 December 2016 has been downloaded by 

over 16 million customers within a short time of six months. BHIM another initiative and innovation by the National Payments 

Corporation of India, based on the Unified Payment Interface. Using BHIM, a customer can receive, send, collect money using 

virtual payment address (VPA), Account number and IFSC. In June 2017, there were more than 4.6 million transactions under 

BHIM app amounting to Rs 14,867 crores across 49 banks.  

Aadhaar based payments: The introduction of Aadhaar card and Aadhaar authentication UIDAI has been a new light for the 

banking technology in India. The Aadhaar authentication brought a new payment system ie Aadhaar Enabled Payment System 

(AEPS) and BHIM Aadhaar, a digital POS system that requires a Smartphone with biometric device for the merchant and not 

even required a phone from the customer. BHIM Aadhaar is an extension of AEPS.  

QR code based payment: Quick Response code (QR) based transaction is one of the latest innovation to bank payments. A QR 

based payment technology represents a new channel of initiating and accepting payments between buyers and sellers using the 

mobile phone. Bharat QR is a QR code based solution wherein the customer makes payment to merchant by scanning a static or 

dynamic QR code. It is interoperable among major Card schemes i.e. Visa, MasterCard and RuPay.  

Digital mobile banking platforms: This innovation another integrated mobile based application where a verity of financial 

services are available. This platform offers series from a number of e-commerce companies plus almost all banking services. 

YONO (You Only Need One) is the integrated and innovative digital banking platform provided by State Bank of India (SBI) to 

enable users to access a variety of financial and other services using a smart phone. This innovation is been introduced 24 

November 2017. YONO provides services over 60 e-commerce companies. All the leading banks have these type of mobile apps 

like fedmobile. 

Chatbot service: Chatbot is a computer program designed to simulate conversation with human users, especially over 

the Internet. This innovation is been first used by HDFC. SBI has very recently launched its Intelligent Assistant (SIA) to 

address customer enquiries and help them with every day banking task. There is many more innovation which exist ant 

developed countries banking sector which are yet to introduce in Indian banks such as DIGIPASS. DIGIPASS is security 

ensuring device which act as One Time Password (OTP) generator. This device helps in preventing fraudulent activities related 

with OTP which the bankers receive as SMS. 

Analysis of the study area in a nutshell reveals the following results. 

Figure No 1: Awareness on Cashless economy concept 

                                       

Source: data collected 
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It is evident from the above information that 90 % of the samples possess basic information on cashless India initiatives by 

Government. Only 10 % does not know much on the concept. It reveals the fact that Government initiatives of cashless India 

campaign are fruitful in the study area and if the authorities are ready to take up little more initiatives 100 % will get basic 

information. 

Table No1: Factors restricting to cashless initiatives 

SL NO Restricting  factors No of the respondents Percentage 

1 Un awareness 5 35.71 

2 Poor  security 5 35.71 

3 Any other 4 28.58 

 Total 14 100 

Source: data collected 

It was clear from the earlier analysis that 28 % that is 14 people are not supporting cashless India concept and the 

reason is being shown above figure. 35.71 % who are against cashless says that they don’t have clear idea about the cashless 

India concept. Another 35.71 % believe that the security aspect of cashless payment is not as safe as cash payments. 28.58 % 

have some other reasons such as resistance mentality to change, their age blocks them etc. It shows that more wide campaigns is 

required to reach the idea to entre people of the 

 

Hypothesis Testing 

1. H0: There is no significant influence of cashless economy initiatives on rural people. 

Ho: p=0.5 against p<0.5 

Analysis 

  

Proportion of satisfied 

customers in sample z value Conclusion 

Test for 

proportion 0.39 -2.985 Reject the Hypothesis 

 

There is significant influence of cashless initiatives on rural people. 

Conclusion 

 Cashless economy means all the people in the economy uses digital means of transaction so that there is no visible 

money in the market. It is basically a utopian concept since it could not be a reality even in any developed country. Once it is a 

reality or even a good percentage of transaction is trough digital form it reduces printing and maintenance cost of notes and coins 

and also drives away black money and fake currency. The nation wants easy and more reliable economic and financial 

transaction since physical transaction is not secure, more time consuming and expensive than cashless or digital transaction. The 

digital transaction needs financial literacy and e-literacy or digital literacy among the population.  

 India has almost 150 crores of population. The Govt. should make a proposal to for almost 2 or 3 decades to create a 

full e-literacy among the population. Now the young generation of the population is using the cashless transaction or digital 

transaction more than the elder population. For that Govt. should provide basic e-literacy from the primary level of education 

and people those who have completed the education also. Policy makers and regulators jointly take more initiatives to boost 

digital transactions in India. Demonitisation and other initiatives by the government increased the digital transactions.  

 The effort was to analyse the impact or importance of cashless economy or digitalization in the present era and to 

evaluate government efforts and its success rate. The study area is rural in nature hence it reveals that the awareness of cashless 

economy is very limited to the respondents of the study. So it reveals that real side of the cashless economic structure in India. 

The study points out that in the rural area people are not aware of cashless economy transaction in a better manner. The study 

reveals that young generation is more demanding and ready to accept changes. So the government focus must be on youngsters. 

Provide them enough financial literacy since they are the future. Aim a complete cashless economy after a century as only the 

youngsters with basic financial literacy. 
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Abstract 

          Higher Education is a fundamental driving force for growth of an economy, and of paramount importance in economic and 

social mobility which ultimately lead to social welfare. Escalating cost of higher Education is a crucial problem to be tackled by 

common people as well as the government. Effective credit access for education attainment is an important issue for the policy 

makers and the people who are economically meagre. Kerala being cent per cent educated state has much more to go ahead in 

higher education segment. Poor strata still depends on banks, other financial institutions and even money lenders to meet the 

higher education expenses. 

          This paper aims at analysing the role of education loans by the financial institutions, especially banks on human capital 

formation and its impact on and the magnitude of the beneficiaries of education loans. The current trends in education loan 

availability as well as the providers along with public policy are also being analysed.  

Key words: College density, Gross Enrolment Ratio, NPA  

INTRODUCTION 

Education is all about discovering novel things which, one doesn’t know about and increases his knowledge. It has a 

constructive role in the life of every person and it gives the potential to show their best by their mind and spirit. For determining 

what is good and what is bad of you education will help you out. The incompleteness of a person without education is shown in 

the following words, a person with good education will become good citizen, more dependable worker, a right thinker and correct 

decision maker. (Carl Rogers) 

          Education is the key to Human capital formation and development. Additionally, education is one of the crucial factors in 

advancements, equal opportunity and life chances. It is the most powerful instrument for empowering and developing the citizens 

to master their cultural and social environment and compete for survival. It increases individual’s chances for employment in the 

labour market and allows them to secure monetary and non-monetary returns and gives them opportunity for job mobility 

(Schultz). 

        Economic growth currently rest on the capability to produce knowledge based goods. However, the future of knowledge 

economy is subjected more on economy’s capacity to produce knowledge through research and development, rather than on 

knowledge based goods. Hence, knowledge economies have much greater value and accord higher priority to the production and 

distribution of knowledge. Higher Education Institutions are a major source for producing the human capital required for 

knowledge production. It is however noteworthy today, that even if much knowledge is available at very low cost, its accessibility 

and use depends on human capacity to process and absorb it. If a nation’s capacity to produce knowledge is weak, its capacity to 

access and absorb it determines the pace at which that country develops (IIEP, 2007). Higher education therefore, plays a crucial 

role in enhancing a nation’s human capacity to absorb and use knowledge. Then, if knowledge is a source of economic growth, 

disparities in its distribution become a source of inequalities among nations.  
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Higher Education is a fundamental driving force for growth of the economy, and of paramount importance in economic 

and social mobility which ultimately lead to human capital development and social welfare. Escalating cost of higher Education is 

a crucial problem to be tackled by common people as well as the government. Effective credit access for education attainment is 

an important issue for the policy makers and the people who are economically meagre. Kerala being cent per cent educated state 

has much more to achieve in higher education segment. Poor strata still depends on banks, other financial institutions and even on 

money lenders to meet the higher education cost. 

            This study is intended to know, the extent of education loan availed by beneficiaries of the loan, for their higher education 

and the current trends of education loans in Kerala. Every year there are many developments or revolutions and modification in 

education loan segment and loan product. All these alterations in the education loan sector are based upon the productivity of the 

loan for the banks and government to ensure the real intention of the loan. The Government address education loan issues in 

Kerala and brings some remarkable change year to year.  

Objectives 

1. To understand magnitude of human capital development in Kerala Economy through education loan. 

2.  To evaluate the current trends in education loan segment from all three angles, that is of beneficiaries, loan providing 

banks and the government. 

Methodology 

The study is basically based on secondary data. The subsidiary data is collected from magazines, Journals, Books and 

various websites like government of Kerala website, RBI website, SLBC website and so on. The analytical part of the study is 

based on statistical tools and methods, percentage method and charts as and when it is required. 

ANALYSIS 

Higher Education (HE) is the crucial in attaining sustainable development and growth. The above statement is supported 

by the Gross Enrolment Ratio of developed countries.  Indis’s Gross Enrolment Ratio (GER) in higher education has registered an 

increase from 24.5% in 2015-16 to 25.2% in 2016-17, according to the latest edition of the All India Higher Education Survey 

(AIHES) launched by Union Human Resource Development (HRD). The importance of GER can be under stood by examining 

the GER of developed countries. USA’s GER in HE is 85.8 per cent. India has still much more to go at least to reach half of the 

GER of developed countries. India aims to attain GER of 30 per cent in HE by 2020. 

Tamil Nadu has highest GER in HE among other states in India and Kerala holds third position below Himachal Pradesh 

with a GER of 34.2 per cent in HE. This ranking is not at all favourable for the state since it is the first one to attain 100 per cent 

literacy long back comparing to other states. Six states have registered GER higher than national average (25.2%), with their 

share of students entering higher education is growing twice as fast as overall rate.  Bihar has lowest GER with just 14.4% of its 

eligible population, in an age group of 18 to 23 years, pursuing higher education. Comparing with Bihar, Kerala is far better but 

yet to grow much to be at par with USA and other developed countries.  

States in south India have higher college density. College density is defined as number of colleges per lakh eligible 

population. The college density in top three states/UTs is Puducherry (49), Telangana (59) and Karnataka (53). Bihar (7 

colleges/1lakh population), Jharkhand (8) and West Bengal (11) on the other hand are the bottom in terms of college density. But 

a favourable odd is that though Kerala is not there in the top three, the number of Kerala students enrolled for higher education in 

other south Indian states than Kerala is very high.  

The low rate of GER in Kerala for HE is due to many factors and one of the factors making hindrance for higher 

education is the cost for the HE. The Higher Education sector in India has witnessed tremendous change in the last few years. 

Growing demand, lack of capacity in public sector institutions and withdrawal of government’s budgetary support has led to 
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exponential growth in the private higher education institutions. The essentiality of a robust system of the higher education 

financing arises on account of demographic challenges, trend towards privatization, and poor budgetary support. Since the 

privatisation took place in its full swing the cost of HE also mounted up. Ultimately the lower middle class and poor strata of 

students has to depend on financial institution ie education loan to meet the HE expenses. Student debt is currently a topic of 

much discussion, this is not the first time policymakers and higher education leaders have expressed concern about the negative 

consequences of student borrowing. The education loan has grown at a rate of 32.3 per cent in 2009-10 and at 39.8 per cent each 

in 2010-11 and 2011-12 and 44.8 per cent during the period 2012-13 to 2014-15(Chakraborty). 

Since a large number of the students find it difficult to meet the expense of their education, the financial institutions have 

a great role. The sole purpose of education loan itself is to provide financial assistance to meritorious students to pursue their 

education. Both central and state governments also always extend their hands to support education loan scheme in the nation. It is 

evident that if education loan is available easily and at a lower rate of interest it will boost HE effectively. Right now in Indian 

Banks are providing educational loan for Higher Education only. 

Table No 1 – Interest rate of education loan last 5 Years 

Year 
STUDENT LOAN SCHEME 

Upto 7.50 Lacs Above 7.50 lacs 

01.01.2014 15.75% 14.75% 

01.01.2015 15.60% 14.60% 

01.01.2016 10.80% 10.75% 

01.01.2017 10.00% 10.75% 

01.01.2018 10.15% 10.90% 

Source – SBI Data Base (www.sbi.com) 

  From the above table it is clear that though education loan is crucial for human capital development in the state the 

interest loan is very high. Up to 2015 the interest rate is on an average above 15 per cent. But there after a notable reduction 

around 5 per cent reduction in interest rate is imposed on education loan by the banks. Increased NPA rate and government 

intervention caused this reduction in the rate of interest. Comparing to agricultural and differential interest rate scheme (DIRS) 

loans, which have an annual interest rate of 4 per cent, the education loan rate is very high. HE being most crucial thing the rate of 

interest should be reduced to a minimal rate. 

            In order to understand more about the significance of education loans in Kerala, one should analyse the demand for 

education loan from the students and the sanctioned loan by the banks. The following table deals with this aspect. 

Table No 2 – Statistics of Loan application, Sanction and Outstanding amount and number of loans                                                                                                        

(Amount in lakhs) 

Year Applications No 
Sanctioned Outstanding 

No  Amount No Amount 

March 2012 63667 62690 138062 353795 705788 

March 2013 51277 50277 140560 380295 829454 

March 2014 56102 55314 126069 390237 919917 

March 2015 50111 47305 115774 393849 956843 

March 2016 43662 41042 153199 369829 969182 

Source: Performance report of various years by SLBC Kerala 

 From the table we can see that the number education loan applications are coming down continuously. In the year 2012 

there were 63667 applications but in 2016 it has come down to 43662. 31.42 per cent reduction in the demand for education loan. 
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It is rather a good sign it shown that the financial condition of the people are increasing. In the case of sanctioned loan also the 

trend is same, 34.53 per cent reduction in the sanctioned loan. Total number of outstanding loans showed a continuous rise till 

2015. But in the year 2016 the number has declined. The fact is that though the number of outstanding loans is reduced the 

amount outstanding is increased in 2016. 

Table No 3 – Growth in education loan NPA                                       (Amount in lakhs) 

Year 
Outstanding NPA 

No Amount No Amount 

March 2012 353795 705788 28367 49045 

March 2013 380295 829454 47661 76225 

March 2014 390237 919917 48098 95842 

March 2015 393849 956843 34398 74647 

March 2016 369829 969182 43644 109389 

Source: Performance report of various years by SLBC Kerala 

         The above table explains the increase in education loan NPA of the banks in Kerala. The shocking fact is that 223.04 per 

cent is the growth rate in NPA of the education loan segment of banks. It is a serious issue to be tackled. Since provision is to be 

made for the NPA it affects very badly on the banks and in turn they become reluctant to sanction education loans. Every loan is 

sanction based up on the repayment capacity of the borrower. In the case of education loan this principle will not work. Because 

the students are consuming ends and they don’t have repayment capacity. So the loan is sanctioned on the expected income once 

the course for which loan is sanctioned is completed and they get job. The education system and the job market are not favourable 

in India so the HE earned students find it hard to get a job. It leads to high NPA rate in the education loan segment. 

Table No 3 – Loan Amount based NPA segregation                                      (Amount in lakhs) 

Year Below 4 Lakhs 4 lakh to 7.5 Lakhs Above 7.5 Lakhs  Total Due 

No  Amount No Amount No Amount No Amount 

Mar – 12 312664 524485 27201 88111 19168 103163 359013 721603 

Mar – 13 348149 662045 21124 85698 10003 76647 380295 829454 

Mar – 14 291937 593075 36127 148012 10409 77407 334873 818494 

Mar – 15 327007 681374 48767 169663 18076 105806 393849 956843 

Mar – 16 304415 650261 43943 185075 21471 133845 431624 991423 

Source: Performance report of various years by SLBC Kerala 

         The education loan given by the banks are classified into three categories as per the instructions from RBI and Ministry of 

Finance. Up to 4 lakhs the loan need any security, between 4 to 7.5 lakhs the guarantee required is the co-borrower-ship by 

parents or guardian and above 7.5 lakhs collateral security is required. Total due is NPA plus the instalment due. A loan is 

classified as NPA when three consecutive EMIs are not paid. But for a loan if only one or two EMIs are due they are not 

considered as NPA. From the table it is clear that in all three segments the due amount is increasing but in the case of loans below 

4 lakhs there is reduction in 2016. 

Since NPA is a great loss and big nail on the profit of the banks they hand over the NPAs to the Reliance Asset 

Reconstruction Company (R ARC), who promises to recover the NPA from the education loan defaulters. Purchase of NPAs by 

Reliance ARCs from SBT Student loans are becoming a crisis in Kerala where parents are under tremendous pressure to avail 

higher education after borrowing money from banks and private money lenders and pledging jewellery. Statistics show that banks 

have sanctioned a total of Rs77, 885 crore to 331663 student borrowers in Kerala until March 2015, which is second only to 

Tamilnadu where Rs1, 63130 crore was given to 960202. The economic slowdown triggered by the global financial crisis of 2008 

has meant there are fewer jobs in many sectors, including software services. There have been drastic job-cuts across the industrial 
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sector, and the once-flourishing nursing sector, to which Kerala was a major supplier of human resource until recently, still now it 

has not been able to recoup back. In July 2017, public sector bank State bank of Travancore has sold its education NPAs of Rs 

130 crore, to be recovered from 8568 defaulters, to R-ARC for Rs 63 crore. Reliance paid Rs 9 crore to the bank immediately and 

gave security receipt for Rs 54 crore. It could pay the money to the bank within a time frame of 15 years. R-ARC was sending 

notices and threatening that the property of borrower’s families will be pledged.  

Relief to the Beneficiaries - Recently in 2017 Chief Minister Pinarayi Vijayan has announced a support scheme to help 

students from financially backward families repay education loans. This scheme was designed to help families facing revenue 

recovery (especially those who are facing threats from the ARC’s) after finding themselves unable to repay the loan. The scheme 

would be effective from April 2016 and would be applicable to loans up to Rs 9, 00,000. The government would share 90% of the 

repayment liability in the first year, 75% in the second year, 50% in the third year and 25% in the fourth year. For bad loans up to 

Rs 4, 00,000 availed before April1, 2016 the government would bear 60% of the repayment liability if the bank waived the 

interest. For loans between Rs4, 00,000 and Rs 9, 00,000 the government would 50% of the principal amount up to a maximum of 

Rs 24000 on a special package for closure of the loan. Mr. Pinarayi Vijayan said that the government would bear the repayment 

liability in the case of student’s demise or handicap due to an accident, provided the bank was ready to waive the interest. 

According to an estimate prepared by the State Level Bankers Committee, Kerala, this scheme would cost the government Rs 900 

crore.  

CONCLUSION  

        Higher Education is most crucial sector for the growth and development of human resource which can take responsibility for 

economic, social and scientific development of the country. The vision of the higher education in India is to realize the country's 

human resource potential to its fullest with equity and inclusion. The importance of higher education is evident in the aim of XII 

Five Year Plan i.e. to increase the enrolment ratio from the level of about 15 % to 30 % by the end of XII Plan. To materialize 

these objectives providing financial assistance to the meritorious and needy students is important. The banks in the country have a 

greater role in backing the students who are in need of financial support.  

          The Rate of interest of the education loan is quite high and an immediate reduction of the interest has to be done by the 

banks. Initiatives are to be taken by the government considering the importance of the education loan. Government has to take 

initiatives to increase GER in HE in the state and GER should bring at par with the developed countries in the HE sector. Above 

all since the NPA is mounting up it is the right time for the government to interfere and tackle the issue, so that the banks will be 

more favourable in providing education loans. Different studies are also proves that the mushrooming self-financing colleges has 

to be strictly monitored by the government, so that quality education in the higher education level is ensured and students gets job, 

so that the education loans are easily replayed on time. 
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ABSTRACT 

The banking sector is the backbone of any economy since it acts as the convertor of savings into investment. Ir- 

respective of other sources, the banking sector has a leading role in the capital formation and thereby the acceleration of 

growth and development. How effectively the banks bag the savings from the people and convert it as capital leads the growth 

rate of the nation into a larger extent. Technological up gradation and innovations play a vital role in the efficiency and 

effectiveness of the banking sector. The transformation from the ledger system to the computerization have increases the pace 

and efficiency of the banking sector. Since the government is focusing more on digital India and No cash economy Banks 

have still miles to go. The inclusion of banking services to each and everyone, reduction of the cost of banking and Easy 

banking ie less time consuming for bankers as well as customers and banking services anywhere at any time are the aims of 

modern banking. But a developing country like India, having infrastructural deficiencies and poor literacy rate, technological 

changes, and innovations in the banking sector is a herculean task. This paper is about the technological up gradation and 

innovation in banking sector taken place in the last five few years. These initiatives are to capture the valuable pie of the new 

gen. 

KEYWORDS: Fin-Tech Companies, Innovative Banking, Recent Technological Innovations 
 
INTRODUCTION 

Capital formation is the stepping stone and it fosters the development of any nation. India being a developing nation 

the pace of its development is decided by the availability of capital and proper investment of the same. Irrespective of other 

sources, the banking sector has a leading role in the capital formation and thereby the acceleration of growth and development. 

How effectively the banks bag the savings from the people and convert it as capital leads the growth rate of the nation into a 

larger extent. The banking system in India has done a crucial role in the growth and development of the economy. The Indian 

banking system has been stable even after seeing change and surviving without any major crisis. During the last few decades, 

India’s banking system has bagged several outstanding achievements to its credit. Extensive coverage of the entire nation 

under the banking network is the greatest among them. It is no longer confined to metropolitans or cosmopolitans centers, but 

also reached even in all the nuke and corner of the nation. This wide coverage and inclusion of all the sect and sector of the 

country is the key to the success of the Indian banking sector. 
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Technological up gradation and innovations play a vital role in the efficiency and effectiveness of the banking sector. 

The transformation from the ledger system to the computerization have increases the pace and efficiency of the banking sector. 

Since the government is focusing more on ‘Digital India’ and ‘Cashless economy’ Banks have still miles to go. The Inclusion 

of banking services to each and everyone, reduction of the cost of banking and Easy banking ie less time consuming for 

bankers as well as customers and banking services anywhere at any time are the aims of modern banking. But a developing 

country like India, having infrastructural deficiencies and poor literacy rate, technological changes, and innovations in the 

banking sector is a herculean task. Banks have been working towards a Digital India, adopting the latest technologies and 

introducing a number of products and applications to improve customer convenience. 

Less time consumption and more convenience and availability of banking services at any time ie 24X7 banking and 

banking anywhere is the need for high tech generation. All the banks are aiming technological advancement to this extend 

keeping security and safety main concern. The shift from going to banks for each and every banking activity to virtual banking 

anywhere any time is, though convenient, convincing and catchy attracted numerous security issues such as high tech ATM 

robbery, juice jacking, hacking, cyber-attacks relating internet banking, mobile banking, phishing, 

State Bank of India (SBI) being India’s largest bank and one of the top 10 among the largest banks in the world 

with balance sheet size Rs 33 trillion around 25,000 branches. Its presence is seen in around 50 countries. The bank which 

is founded in 1806 as Imperial Bank of India now owns 25% market share of banking activities in India. Being one of the 

most reputed banks in the world and largest in the nation it has a crucial role in technological advancement and innovations 

in banking activities. This paper is an attempt to coin out and analyze the latest technological up gradation and innovations 

from SBI. 

 
REVIEW OF LITERATURE 

 
(Aruna R. Shet, 2015) To tackle the challenges of needs and perception of the customers most of the banks took 

technological initiatives to withhold in the cutthroat competition. Indian banks have become globally competitive in terms 

of technology as well as services. Technical efficiency and advancement in Indian banking is a result of technological up 

gradation of foreign banks. The aforesaid phenomena grabbed the pace after the liberalization. Developing the most efficient 

technologies at the lower cost and attracting people more by it to the bank is the key to the success of the banks. A better 

understanding of the customer needs and better solution is the base. (Dr. T Sreelatha and C H Chandra Sekhar) Technology 

has caused a paradigm shift in the banking sector and the delivery of banking services. Information technology and related 

innovations costly and complex on the outset, but they are ‘energy guzzlers’. Since cost reduction and attracting new and 

potential customers is the need of the hour, innovation, as well as technological up gradation, is the only strategy for the banks 

to survive. 
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STATEMENT OF PROBLEM 

The Banking system is changing rapidly due to technological up gradation of mankind. The last two decade wit- 

nessed tremendous changes in banking technology. The customer demand for up gradation, customer technological up gra- 

dation, and people being more techno-savvy are the pillars of this change along with cost reduction,  customer retention  

and attraction from the bankers view. This present study analyses very recent innovations and technological changes in the 

banking field giving special reference to SBI. 

OBJECTIVES 

1. To study how innovations have contributed to the development of Indian banking. 2. To examine the impact of 

recent banking sector innovations on the Indian economy 

METHODOLOGY 

The study is basically based on secondary data. The subsidiary data is collected from magazines, Journals, Books 

and various websites like RBI website, SBI website and so on. The analytical part of the study is based on collected data and 

percentage method. 

 
ANALYSIS 

Over the years the banking sector in India has undergone tremendous changes. Entry of technology in the Indian 

banking sector can be traced back to the Raganarajan Committee report, way back in the mid of the 1970s. In 1979, the  

RBI has put forward the Talwar Committee on Consumer Services in Banks and it suggested that computerization of some 

functions is required to speed up customer service in Indian banks. While the automation process has not kicked off till 

1993, it was due to strong opposition against bank automation process. Opponents argued that automation may increase 

unemployment sine technology reduces human labor. However, in 1993, the Unions of Bank employees agreed an agreement 

with Bank Managements under the assurance of Indian Banks Association (IBA) that they back up the employees. This 

agreement paved way for the introduction of computerization and the development of communication networks in Banks. 

EARLIER TECHNOLOGICAL CHANGES IN INDIAN BANKING SYS TEM 

Core banking was the initial step in the banking sector in India. Once computerization has introduced in Indian banks 

also adapted the same. Under Core banking system all the branches under a bank are computerized and interconnected them 

using a network. This helped the customers to do banking transitions from any of the branches of the same bank irrespective 

of the home branch. So the customer is the no more the customer of the branch but the bank. 

Core banking is been followed by a card system.  A debit card was the first into it.  In this system,  a plastic card  

is used to the withdrawal of money from Automated Teller Machines. This initiative was basically for cost reduction of the 
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withdrawals as well as to reduce the customers’ inconvenience of visiting the bank for each and every withdrawal. Now a 

customer can withdraw cash 24X7 from any of the ATM irrespective of the bank. 

A credit card was another addition to banking innovation. A credit card is nothing but a debit card for the overdraft 

account. In this initiatives customer can avail easy loan from the banks up to a certain limit. More up gradation was added 

to the plastic card system and ATMs. Now the cards can be used for e payments, fund transfer using many applications and 

in POS machines. Automated Teller Machines (ATM) are now upgraded into small bank branch itself. Cash deposit, cash 

withdrawals, ATM pin generation and pin change, balance enquiry, mobile banking activation, transfer of fund and many 

more banking activities are possible. 

Another up gradation to the plastic card is instead of magnetic strips which are used to keep the account details is 

now been replaced by the chips. Gift card and travel card are other two important additions to the plastic cards. Even debit 

card is upgraded on the base of the volume of day to day transaction and geographical are of the usage of the card. Gold 

cards, platinum cards, international cards etc are some of them. This bifurcation provides different withdrawal limits on a 

daily base and uses the same card in different countries facility. 

Electronic Clearing System (ECS) is introduced in the late 1990s. It was another stepping innovation for the inter- 

bank transactions. ECS facilitates paperless credit debit transactions directly linked to the customer accounts. This facility is 

an RBI initiative. 

Electronic fund transfer in the early 2000s is another see change in the banking sector. Real Time Gross Settlement 

(RTGS) and National Electronic Fund Transfer (NEFT) added the pace of the inter-bank transactions. Under this innovation, 

the fund can be transferred easily and consuming less time. Earlier the financial instruments like Cheques and demand 

drafts were used and were time-consuming and costly. Encashing cheques and demand drafts of different banks for the bank 

customer usually takes days together. But RTGS is real-time based so the fund to another banks can be transferred in no 

time. NEFT facility is also used for interbank fund transfer, but basically, this facility is used for less amount transfer and 

most of the cases amount less than Rs 2,00,000/-. 

RECENT INNOVATIONS AND UP GRADATION IN INDIAN BANKI NG SECTOR 

Cheque Truncation System (CTS): This is the latest technological addition to the Indian banking system. This 

system is designed for speedy and timely clearness of negotiable instruments especially Cheques and Demand Draft. Earlier 

system was sending these instruments to the clearing centers and using Electronic Cheque Clearing System (ECCS) interbank 

settlement is done. This always takes days together. CTS are introduced to tackle this delay. Under this system, these financial 

instruments are scanned and the scanned images are sent to the clearing centers and clearance is done within a day. 

Internet banking: Your bank at the tip of your finger is the base of internet banking concept. This service provided by 

bank facilitates its customer, who is having this facility, with banking services such as balance enquiry, fund transfer, RTGS 

and NEFT facilities, an opening of fixed deposits, bill payments and tax payment and so on. Many up gradations are done in 

the internet banking facility. This facility ensures uninterrupted banking ie 24X7 banking without the time and places barrier. 

SBI online is an online banking portal SBI. It provides banking assistance such as spend analyzer, State Bank Rewardz, CIBIL 
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score estimator, ATM card request and duplication, PPF account opening, Stop Cheque and new cheque book request, and 

many more 

Point of Sale machines (POS): POS is an electronic device used for money transaction using ATM card. Basically, 

it is a computer terminal connected to a customer account and magnetically encodes creditor’s debit cards and makes the 

transaction from cardholders to POS connected accounts. POS machines are used basically for cashless transactions in 

different business ventures. SBI also promote POS intensively with the slogan to make card payments safe and hassle-free. 

Telephone banking and SMS banking: These are the facilities to provide limited banking services to the account 

holders of the bank. In this setup customer can dial to a particular phone no any time to know the account balance, requesting 

new cheque books, ATM card blocking, Duplication and renewal. SMS facility also provides the above-mentioned services 

using SMS service. The most recent up gradation in this SMS banking is generating ATM pin (personal identification number) 

for new ATM cards and regeneration of the same. For most of the online transaction, one-time password (OTP) also comes 

as SMS to ensure a secure transaction. 

LATEST TECHNOLOGY LANDSCAPE 

Green banking, Digital India and less-cash economy are the keen focus of the Indian Government. By 2020 the 

average age of Indians are expected to be 29 years and smartphones are common. Youth everywhere are tech savvy. With 

the number of mobile owners is one million plus, 30% among them are smartphone users. Banks are focusing on adopting 

the latest technologies and providing a number of applications and products to improve customer service and withstand in the 

cutthroat competition. Provide the best digital solution for all banking activities especially payments anywhere any time is 

the present agenda of all the banks. The demonetization process aimed less cash society along with all stated goals and the 

government is pressing the banks to implements the same through, POS machines, mobile banking, mobile wallets, Adhar en- 

abled payments systems, Jandhan accounts etc. A government of India even set a target of 25 billion digital transactions in the 

year 2017. Cheap availability of internet facilities especially by ‘Gio’ also helped in gaining momentum in the digitalization 

process and e-banking as well as m-banking. 

The digitalization process in India gained momentum and pace recently. The technological infrastructure also in- 

creases rapidly and more and more people are into it day by day. And it is expected that the no cash payment which is 22% 

of the total payment will overtake cash payment by 2023. Thus in order to make cashless economy and digital India banks 

are focusing technological up gradation and innovations.SBI, being the largest bank in India, trying to be a forerunner of 

technological adaption and innovation in the nation. 

Portable POS machines are a latest up gradation in the banking industry. Basically, they are now wifi enabled and so 

the internet connection is possible without connecting to the modem. The advantage is that even the customers can connect 

the POS machines to their mobile phone wifi and fund transfer is possible with that connection. SBI provides the facility of 

‘mPOS’. Near Field Communication (NFC) technology enabled Terminal are given for POS for safe and hassle-free banking. 

NFC (Near Field Communication) technology is the next generation short-range high-frequency wireless communication 

technology. NFC creates life easier and more convenient for customers around the world by making it simpler to make 
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transactions, exchange digital content, and connect electronic devices with a touch. It harmonizes today’s diverse contactless 

technologies, enabling current and future solutions in various areas like payment, transportation & digital exchange. 

Social media in Banking: The presents generation youngsters are chained to social media such as Facebook, twitter 

etc. The latest technology in banking is linking social media accounts of its customers with the bank accounts. So that the 

social media accounts of the customers can be used as a platform for basic banking activities.  Most of the Indian banks    

are started making use of this innovation. SBI has also made use of this technology so that the youngsters are finding more 

comfort with the bank. 

SBI has launched ‘SBI Mingle’ – its social media banking platform for Facebook and Twitter users. Using SBI 

Mingle, its customers can do a host of banking services like checking the balance and requesting ministatements on their 

Facebook or Twitter accounts. The Bank is also planning to introduce more services like a request for chequebook, stop 

cheque, register for mobile banking, internet banking, and SMS alerts and block ATM/Debit Card on this platform soon. 

m-Wallet is the latest technological addition to the Indian banking system. The heavy rush of smartphone users  

and the demand for the mobile-based banking technology paved the way for m-Wallet.  This is a mobile-based app which  

is designed for effortless authentication and transfer of money. In this common platform once the app is installed the user 

can transfer money from his account and keep the money in this account for e-trade and e-shopping and so on. Since online 

shopping and e- payments are gaining momentum instead of keeping liquid money in pocket people shit to the m-Wallets. 

M-Wallets provide bill payment facilities, recharge options and much more. 

The BHIM app: The BHIM application launched by the Prime Minister on 30 December 2016 has been downloaded 

by over 16 million customers within a short time of six months. BHIM is a mobile app developed by National Payments 

Corporation of India, based on the Unified Payment Interface. Using BHIM, a customer can send, receive, collect money 

using virtual payment address (VPA), Account number plus IFSC. In June 2017, there were more than 4.6 million transactions 

under BHIM amounting to Rs 14,867 crores across 49 banks. SBI pay BHIM is the SBI version of BHIM payment portal.  

It enables an SBI merchant to accept payments for goods/services using his Android smartphone and fingerprint reader, 

from customers having Aadhaar seeded bank accounts, by authenticating the customer’s biometrics. The transaction will be 

interoperable in nature 

Aadhaar based payments: The introduction of aadhaar card and aadhaar authentication UIDAI has been a new light 

for the banking technology in India. The aadhaar authentication brought a new payment system ieAadhaar Enabled Payment 

System (AEPS) and BHIM Aadhaar, a digital POS system that requires a smartphone with a biometric device for the merchant 

and does not require even a phone from the customer. BHIM Aadhaar is an extension of AEPS. BHIM SBIPay is the app 

developed by the SBI for easy, secure and instant payments. 

QR code-based payment: Quick Response code (QR) based transaction is one of the latest innovation to bank 

payments. A QR based payment technology represents a new channel of initiating and accepting payments between buyers 

and sellers using the mobile phone. Bharat QR is a QR code based solution wherein the customer makes payment to the 

merchant by scanning a static or dynamic QR code. It is interoperable among major Card schemes i.e. Visa, MasterCard, and 

RuPay. Bharat QR-SBI is the application for these services launched by the SBI. 
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Digital mobile banking platforms: This innovation another integrated mobile based application where a verity of 

financial services is available. This platform offers series from a number of e-commerce companies plus almost all banking 

services. YONO (You Only Need One)is an integrated digital banking platform provided by State Bank of India (SBI) to 

enable users to access a variety of financial and other services. This innovation is been introduced on 24 November 2017. 

YONO provides services to over 60 e-commerce companies. 

Chatbot service: Chatbot is a computer program designed to simulate a conversation with human users, especially 

over the Internet. This innovation is been first used by HDFC. SBI has very recently launched its Intelligent Assistant (SIA) 

to address customer enquiries and help them with everyday banking task. 

There is many more innovation which exist ant developed countries banking sector which is yet to introduce in 

Indian banks such as DIGIPASS. DIGIPASS is security ensuring device which acts as One Time Password (OTP) generator. 

This device helps in preventing fraudulent activities related to OTP which the bankers receive as SMS. 

FINDINGS AND SUGGESTIONS 

• Banking sector innovations and up gradation increased the pace of banking activities. 
 

• Innovations helped the customers to perform banking activities through various electronic devices and SBI is taking 

due initiatives to grab the advantages of all banking sector technologies. 

• Latest technologies in banking are basically to attract new generation and an increasing number of customer who opts 

the new technology is high in SBI. 

• Innovation in banking activities focuses more on the security aspect of transactions. 

 
• Bank has to take care more efficiently and effectively the roll of financial awareness dispersal. 

 
CONCLUSIONS 

The scopes of innovation and technological advancement have sea scope in the banking sector. Indian banks are 

gaining momentum to on at par with other international banks to survive in the competition. India is one of the largest 

countries its diversity always counts. The main hindrance to the speedy shift entire banking system is the literacy deficiency. 

In the case of financial literacy Indian population is lagging far behind. Compelling them to the technological innovations 

in the banking will bounce bank and its negative effects like intermediaries cheating etc keep the people away from banking 

activities. Another aspect of concern is the cost aspect as well as the security of the innovations and up gradations. One the 

one side FinTech companies are mushrooming and a number of technologies introduced. For a small error in the banking 

sector, banks have to pay a big price and customer belief in the bank will be questioned. So along with innovations and up 

gradations, the banks have to promote financial awareness among the people. SBI being the largest PSU bank of the country 

eagerly adapting technological advancement in the banking sector and the response towards these technologies are quite high 

from the customer base of the bank. 
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Streaming instability in negative ion plasma
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The streaming instability in an unmagnetized negative ion plasma has been studied by
computational and theoretical methods. A one dimensional electrostatic Particle In Cell Simulation
and fluid dynamical description of negative ion plasma showed that, if the positive ions are having
a relative streaming velocity, four different wave modes corresponding to Langmuir wave, fast and
slow ion waves and ion acoustic waves are produced. Below a critical wave number, instead of two
distinct fast and slow ion waves, we observed a coupled wave mode. The value of the critical wave
number is strongly determined by the ion streaming velocity. The thermal velocities of electrons
and ions influence the growth rate of instability. Published by AIP Publishing.
[http://dx.doi.org/10.1063/1.4989427]

I. INTRODUCTION

Plasma systems which contain positive ions, negative
ions, and electrons are considered as negative ion plasma.
The presence of heavier negatively charged constituents and
reduced number of electrons leads to peculiar wave natures
and instabilities in negative ion plasma. Space and planetary1

plasma environments such as earth’s ionosphere,2 cometary
coma,3 etc. are the examples for natural negative ion plasma
systems.4 Pair ion plasma is a special case of negative ion
plasma and it is significant in recent plasma physics.5,6 There
have been many experimental and theoretical studies on the
production and characteristics of negative ion plasma. Study
of ion acoustic solitons and the wave breaking mechanism in
negative warm ion plasma was carried out by Das and
Tagare,7 Das,8 and Ludwig et al.9 They observed a critical
density ratio of negative and positive ions for the generation
of solitary waves. A theoretical study of ion acoustic solitary
waves in negative ion plasma with adiabatic positive and
negative ion temperature and isothermal electrons was per-
formed by Tagare based on the perturbation method.10 The
properties of ion acoustic solitons in warm plasma with non
isothermal electrons were also studied by Tagare and
Reddy.11 Wong et al. carried out an experimental study of
fast ion modes generated by the out of phase motion between
positive and negative ions in a multi species plasma consist-
ing of SF!

6 , Ar
þ, and electrons.12 Experimental and theoreti-

cal study of beam plasma instability in negative ion plasma
containing SF!

6 , Ar
þ, and a very small fraction of electrons

was done by Intrator et al.13 Song et al. investigated the
propagation and damping characteristics of ion acoustic
waves in the Q machine consisting of Arþ, SF!

6 , and electron
components.14 The shock formation in collisional negative
ion plasma for different cases of relative density was experi-
mentally studied by Luo et al.15 Another experimental study
of shock formation in negative ion plasma was performed by
Takeuchi et al.16

In the present work, we performed a one dimensional
particle in cell simulation17 of streaming instability in a neg-
ative ion plasma consisting of positive ions, negative ions,
and electrons. In order to justify the simulation results, we
numerically solved the dispersion relationship and observed
identical characteristics. The positive and negative ions have
equal and opposite charges, but different masses. The elec-
tron concentration is very much less than that of the negative
ion concentration and satisfies the charge neutrality condi-
tion, np ¼ nn þ ne, where np, nn, and ne are the positive ion
density, negative ion density, and electron density, respec-
tively. The electrons and positive ions have a relative stream-
ing velocity with respect to negative ions. The plasma was
treated as unmagnetized and collisionless.

An outline of the simulation setup and observations are
given in Sec. II and the theoretical model is given in Sec. III.
Section IV contains the numerical solution of the dispersion
relationship and Sec. V is the conclusion.

II. PARTICLE IN CELL SIMULATION (PIC) SIMULATION

One dimensional electrostatic PIC simulation was car-
ried out by using the PIC code KEMPO1(Kyoto Electro
Magnetic Pic cOde)18 with periodic boundary conditions.
The space and time were normalized to the Debye length
(kD) and plasma time period (x!1

pe )of electrons, respectively.
The simulation domain was taken as 2048kD with grid length
1kD. The total number of super particles corresponding to
electrons, positive ions, and negative ions was 65 536, 262
144, and 196 608, respectively. The charge to mass ratios of
the electrons, positive ions, and negative ions were !1, 0.01,
and !0.001, respectively. In order to avoid the numerical
instability and also our main objective was the qualitative
understanding of the phenomena, the numerical values in the
simulations were taken as little different from the real parti-
cle plasma system. The oscillation frequencies of electrons,
positive ions, and negative ions were xpe, 0:24xpe, and
0:068993xpe, respectively. For the first run, the streaming
velocities of electrons and positive ions were chosen as
10kDxpe and 3kDxpe, respectively. The electron thermal
velocity was 0:1kDxpe and the positive ion thermal velocity

a)Present address: Department of Physics, St Pius X College, Rajapuram,
Kasaragod, Kerala 671532, India. Electronic mail: kannothajith@gmail.com.

b)Electronic mail: vincent@cukerala.ac.in.
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was 0:01kDxpe. The total computational time was 204:8x!1
pe

with 4096 steps and Dt ¼ 0:05x!1
pe .

It has been observed that the streaming instability in
negative ion plasma has two phases. The initial phase of
instability was driven by the streaming of electrons and it
had a very high growth rate and peaks at time 40x!1

pe . At the
beginning of the simulation, the electric field was zero and
as the time evolves it started to grow by acquiring energy
from the streaming electrons. During this stage, we observed
the Langmuir wave generation associated with vortex forma-
tion in the electron velocity phase space. After the saturation
of the initial phase, the second phase of instability started to
grow with a comparatively small growth rate. In the course
of this time, fast and slow ion waves and ion acoustic waves
are generated. The phase space diagrams of plasma compo-
nents at different intervals of time and the evolution of

electric field during the simulation are shown in Figs. 1
and 2, respectively. The dispersion diagram (x! k) obtained
by the space time Fourier transform of the electric field
shows the presence of four prominent frequency modes cor-
responding to Langmuir wave (xe), fast and slow ion modes
(xþa and xþb), and very low frequency ion acoustic waves
(x!) (Fig. 3). We cannot observe two distinct, fast and slow
ion waves below a critical wave number, k$. Below the criti-
cal wave number, there are only three kinds of waves,
Langmuir wave, coupled ion wave, and ion acoustic wave.
The value of critical wave number is strongly determined by
the ion streaming velocity. The dispersion diagram for the
second and third run of simulations with increased (4kDxpe)
and reduced (1kDxpe) ion velocity is shown in Fig. 4. For the
first run, the value of the critical wave number was observed
at 0:045k!1

D and that reduced to 0:02k!1
D for the second run

FIG. 1. Phase space diagram of plasma constituents at different time intervals.

FIG. 2. Electric filed at different time intervals.
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[Fig. 4(a)]. When the ion streaming velocity is less than a
minimum value, we can observe only three distinct frequen-
cies corresponding to the Langmuir wave, coupled ion wave,
and ion acoustic wave [Fig. 4(b)].

The thermal velocities of electrons and ions influence
the growth rates of the instability. Figure 5 shows the evolu-
tion of electrostatic energy during the simulations for differ-
ent cases of electron thermal velocities. The increased value
of electron thermal velocity leads to growth of the initial
phase of instability faster and we can observe a more rapid
electron vortex formation and Langmuir wave generation.
But, for the second phase, the electron thermal velocity
causes a reduced growth rate. The ion thermal velocity
enhances the growth rate for both the first and second phases
of instability (Fig. 6).

III. DISPERSION RELATIONSHIP

We considered a plasma system comprising positive
ions, negative ions, and electrons with densities np, nn, and
ne, respectively. me, mp, and mn are the masses of electrons,
positive ions, and negative ions, respectively. The heavier
negative ion species are initially at rest (vn0 ¼ 0). The rela-
tive speeds of electrons and positive ions to the negative ions
are ve and vp, respectively. The temperatures of electrons and
positive ions are Te and Tp, respectively.

One dimensional continuity and momentum equations
can be applied to the plasma components, electrons, positive
ions, and negative ions. The continuity equations are,

@ne
@t

þ ne
@ve
@x

þ ve
@ne
@x

¼ 0; (1)

@np
@t

þ np
@vp
@x

þ vp
@np
@x

¼ 0; (2)

@nn
@t

þ nn
@vn
@x

þ vn
@nn
@x

¼ 0: (3)

The momentum equations are,

mene
@ve
@t

þ meneve
@ve
@x

þ KTe
@ne
@x

þ eneE ¼ 0; (4)

mpnp
@vp
@t

þ mpnpvp
@vp
@x

þ KTp
@np
@x

! enpE ¼ 0; (5)

mnnn
@vn
@t

þ mnnnvn
@vn
@x

þ ennE ¼ 0: (6)

Here, K is the Boltmann constant.
We assumed that, all the variables nj, vj, and E can be

written in the form: f ¼ f0 þ f1, where f0 is the value at its
equilibrium state and f1 is the perturbed value (f1 % f0). The
quasi-neutrality condition of plasma is given as,

np0 ¼ ne0 þ nn0: (7)

FIG. 3. x! k diagram.

FIG. 4. Dispersion diagram for Increased and reduced values of ion streaming velocity.

FIG. 5. Dependence of electron thermal velocity on the instability.

092107-3 A. Kumar and V. Mathew Phys. Plasmas 24, 092107 (2017)



Equations are linearized and all first order quantities are
taken to have the dependence, eiðkx!xtÞ. From the linearized
continuity equations,

ve1 ¼
x! kve0

k

ne1
ne0

! "
; (8)

vp1 ¼
x! kvp0

k

np1
np0

! "
; (9)

vn1 ¼
x
k

nn1
nn0

! "
: (10)

Applying the above equations in the linearized first
order momentum equations, we get,

ne1 ¼ ! iekne0=me

ðx! kve0Þ2 ! k2ðKTe=meÞ
E1; (11)

np1 ¼
ieknp0=mp

ðx! kvp0Þ2 ! k2ðKTp=mpÞ
E1; (12)

nn1 ¼ ! ieknn0
mnx2

E1: (13)

We have Poisson’s equation

r ( E1 ¼
e

!0
ðnp1 ! ne1 ! nn1Þ: (14)

Substituting for perturbed particle densities in the above
equation and using the relationship 1

2mv
2
eth ¼ 1

2KTe and

1
2mv

2
pth ¼ 1

2KTp, where veth and vpth are the thermal velocities
of electrons and positive ions, respectively,

x2
p

ðx! kvp0Þ2 ! k2v2pth
þ x2

e

ðx! kve0Þ2 ! k2v2eth
þx2

n

x2
¼ 1: (15)

Here, xp;xe, and xn are the plasma frequencies of positive
ions, electrons and negative ions, respectively.

IV. NUMERICAL SOLUTION

For the numerical illustrations, we took a more realistic
example of plasma containing, SF!

6 , Ar
þ, and electrons. We

considered a stream of this negative ion plasma in which
negative ions lag behind the electrons and positive ions
because of their higher inertia. The relative streaming veloci-
ties of positive and negative ions were considered as very
large and hence, we treated the SF!

6 as initially at rest. The
input parameters for solving the dispersion relationships
were np0 ¼ 1013m!3, ne0 ¼ 1010m!3, nn0 ¼ 9:99) 1012m!3,
me¼9:1)10!31kg, mp¼6:6)10!26kg, mn¼2:3)10!25kg,
veth¼104m=s, vpth¼103m=s, vp0¼4:5)105m=s, and ve0¼10
)vp0.

The x–k diagram drawn from the numerical solutions of
the dispersion relationship is shown in Fig. 7. The real part
of x gives the possible wave frequencies and the imaginary
part shows their damping or growth rates. The numerical sol-
utions yielded both positive and negative complex roots cor-
responding to wave growth and wave damping, respectively.
In the case of streaming instability, there is a greater amount
of energy transfer from particles to the waves which causes
the wave growth. Since our computational study also shows
the growing characteristics of instability, only positive com-
plex roots are considered as a physically relevant solution.
For the given set of input parameters, we observed different
stable frequency components labelled as xe, xþa; xþb, and
x! corresponding to the Langmuir wave (xe), fast and slow
ion waves (xþa and xþb), and ion acoustic wave (x!).
Below a critical wave number, we cannot observe these fast
and slow ion plasma oscillations; instead, we get a combined
wave mode. The observed value of the critical wave number
is 6m!1. The magnitude of the critical wave number is
strongly determined by the ion streaming velocity. In other

FIG. 6. Dependence of Ion thermal velocity on the instability.

FIG. 7. x! k diagram obtained from
the numerical solution of the dispersion
relationship for vop ¼ 4:5) 105m=s.
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words, if the ion velocity is less than the critical value, we
can observe only three modes of waves or the critical wave
number shifted towards the higher values. Figure 8 shows
the dispersion diagram when the ion streaming velocity
reduced to 4:5) 104ms!1. Here we observe only three
modes of frequencies. The dependence of the critical wave
number on ion velocity is shown in Fig. 9.

V. CONCLUSION

In an unmagnetized, collisionless, negative ion plasma, if
the electrons and positive ions have a streaming velocity with
respect to negative ions, it will generate the instability and
produce different stable wave frequencies corresponding to
the Langmuir wave, fast and slow ion waves, and ion acoustic
wave. Below a critical wave number, instead of two distinct
fast and slow ion waves, we can observe only a coupled wave
mode. The magnitude of the critical wave number depends on
the streaming velocity of ions. Both our one dimensional elec-
trostatic PIC simulation and one dimensional fluid dynamical
model show the identical behaviour. The electron and ion
thermal velocities influence the growth rate of instability.
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a b s t r a c t

The effect of electron–phonon interaction on a few low-lying energy levels in a polar semiconductor
quantum dot with Gaussian confinement is studied by using an improved Wigner–Brillouin perturbation
theory (IWBPT). In the absence of the electron–phonon interaction, the electronic ground state plus one
phonon state is degenerate with the first excited electronic state plus the zero-phonon state at some
value of the confinement length. Similarly, the electronic ground state plus one phonon state is also
degenerate with the second excited electronic state plus the zero-phonon state at a larger value of the
confinement length. It is shown that the electron–phonon interaction lifts these degeneracies and as a
result, the excited state energy levels bend downward and get pinned to the ground state plus one
phonon state as the confinement frequency is increased. Our calculations are finally applied to GaAs and
InSb quantum dots.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Interest in the subject of quantum dots has continued unabated
for the last three decades mainly for two reasons. First and fore-
most, quantum dots provide an excellent laboratory where the
predictions of quantum mechanics can be tested. Secondly and
probably more importantly, quantum dots exhibit very many novel
physical properties which are quite different from those of their
bulk counterparts [1] and have tremendous potentiality for ap-
plications [2] in nano-electronic technology, opto-electronic de-
vices, quantum transport at nano-scale and spintronics. Any the-
oretical investigation on a quantum dot (QD) requires a prescrip-
tion for the attractive confinement potential. Initial studies con-
sidered square well potential models to simulate a QD [3]. Later, a
number of magneto-optical experiments together with the gen-
eralized Kohn's theorem [4] suggested that a QD can be mimicked
by a parabolic confinement potential (PCP). This led to a host of
investigations on parabolic QD's [5]. Some recent experiments [6]
have however suggested that the confining potential in a QD is not
really parabolic but is rather anharmonic in nature. Adamowsky
et al. [7] have successfully used an attractive Gaussian confining
potential (GCP) for the investigation of the properties of excess

electrons in QD's. This potential has a finite depth and in the
neighborhood of the dot centre behaves like a parabolic potential
and also approximately satisfies the generalized Kohn theorem.
Furthermore, in contrast to the rectangular potential well, it is
continuous at the dot boundaries, and this makes it easier to
handle mathematically. Also, it has a central minimum as required
for a physical potential, and furthermore, the force experienced by
the particles within this potential well is nonzero, which is also a
desirable feature. Another advantage with the Gaussian confining
potential (GCP) over the parabolic confining potential (PCP) is that
the former allows for, in addition to excitations, ionization and
tunneling processes. Of course, one can also use power law an-
harmonic potentials, but these potentials suffer from divergence
syndrome at large distances, while the Gaussian potential is by
construction bound to give convergent results. One may, however,
argue that in a quantum dot the spatial coordinates never extend
to a very large value to lead to any divergence problem, never-
theless, it is always appealing to work with a prescription that is
mathematically sound and works in all limits. We would like to
mention in passing that the Gaussian potential has proved to be a
useful potential in various branches of physics and has been solved
approximately for a single-particle problem by several authors
(see [8] and references therein). We will refer to a QD with a GCP
as a Gaussian QD (GQD). Because of the realistic nature of the
Gaussian potential as a confining potential, a good number of in-
vestigations have been reported in recent years on GQD's [9].
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The electron–phonon (e–p) interaction is known to play an
important role on the electronic properties of QD's [10]. A number
of studies have also predicted several polaronic effects in polar
semiconductor QD's [11]. One of the challenges in this context has
been to suggest polaronic properties that could be measured so
that the existence or otherwise of the polaronic effect in a QD can
be verified experimentally. In an endeavor to achieve this goal,
Mukhopadhyay and Chatterjee have studied the phonon-induced
Zeeman splitting in a polar semiconductor QD [12]. Krishna et al.
[13] have studied the optical absorption and oscillator strength of
a QD. Mukhopadhyay and Peeters have studied the so called
“pinning effect” in a parabolic QD (PQD) [14]. For a polar semi-
conductor in a magnetic field, the first excited state (ES) Landau
level plus a zero-phonon state is degenerate with the ground state
(GS) Landau level plus a one-phonon state at, c0ω ω= , where cω is
the cyclotron frequency. In the presence of e–p interaction, this
degeneracy is lifted and if the magnetic field is sufficiently large,
the first excited state (ES) Landau level may asymptotically ap-
proach the ground state (GS) Landau level plus one longitudinal
optical (LO) phonon energy. This is known as the pinning effect. In
bulk polar systems, the splitting and pinning of the Landau levels
in the presence of a magnetic field had been observed experi-
mentally in the sixties [15]. Since a magnetic field provides an
effective parabolic potential for the electron, a PQD is expected to
show the pinning effect even in the absence of a magnetic field.
This has been precisely shown by Mukhopadhyay and Peeters [14].
Since the Gaussian potential is a more realistic confining potential,
it would be more appropriate to study the pinning effect in a GQD.
The polaronic effect has been studied in general by Yanar et al. [16]
in GQD. The purpose of the present work is to investigate the
pinning effect in a GQD in two dimensions. Since GQD has two
parameters to play with, namely the depth and the range, one
would expect much richer pinning behavior in the case of a GQD.

2. The model Hamiltonian and its solution

The Hamiltonian of an electron moving in a GQD and inter-
acting with the LO phonons of frequency 0ω is given by
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where all the vectors are two-dimensional. In (1), the first term is

the electron kinetic energy with p→
′
as the momentum operator of

the electron and m⁎ its effective mass, the second term is the

confinement potential which we take as ( )V V e R
0

/22
2

ρ′ →′ = − ′ ′ ′ρ− ,

where ρ→′ is the position vector of the electron, V0′ the depth and
R′ the range of the potential, the third term is the phonon
Hamiltonian, ( )b b

q q′ ′→
† → being the creation (annihilation) operator

of a phonon of wave vector q→′with dispersionless frequency 0ω
and the fourth term is the electron–phonon interaction with

q
ξ

′
′→ as

the electron–phonon interaction coefficient. We shall work in the
Feynman units [16] in which the energy is scaled by the phonon
energy 0ωℏ , length by the weak-coupling polaron radius
r m( / )0 0

1/2ω= ℏ ⁎ and the wave vector by q r1/0 0= . This is equiva-
lent to putting m 10ωℏ = = =⁎ . In these units the dimensionless
Hamiltonian reads
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where everything is dimensionless, r q q q/ , / ,0 0ρ ρ= → = →′ ′

p p q V V R R r/ , / , /0 0 0 0 0ω→ = → ℏ = ℏ =
′ ′ ′ and /q q 0ξ ξ ω=
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( )vq2 /
1/2

πα where v is the dimensionless volume in two di-
mensions and α is the dimensionless electron–phonon coupling
constant.

To make progress, we consider the Gaussian potential as a
parabolic potential plus a perturbation. It is reasonable to make
such an assumption since the deviation of the Gaussian potential
from the parabolic potential would be very small for small values
of r. So we rewrite the Hamiltonian (2) as
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where 0λ = for PQD, 1λ = for GQD, V R/h
2

0
2 2ω = , H1 and H2 are the

perturbations. We include the contribution from H1 within the
mean field approximation as
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where the expectation values are calculated with respect to the GS
wave function GSΨ of the space part of the unperturbed harmonic
oscillator Hamiltonian with frequency hω i.e.,

( )( / ) exp /2GS h h
1/2 2Ψ ω π ω ρ= − . With this GSΨ we obtain 1/ h

2ρ ω=

and ( )e R R2 1 2R
h h

/2 2 2 12 2
ω ω= +ρ− −

. The total Hamiltonian then

reads

⎜ ⎟⎛
⎝

⎞
⎠H

p
V b b e b hc

2
1
2 (8)q

q q
q

q
iq

q

2
2 2

0 ∑ ∑ω ρ ξ= + − + + +ρ
→

† − · †

→
→ →

→
→

→ →

→

with the effective harmonic confinement frequency,
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where ω′ is the effective confinement frequency in actual units.
The effective unperturbed energy (in Feynman units) is thus given
by ( )E j j V1j j,

0
1 2 01 2

ω= + + − , and we write the total energy cor-

responding to H as E E /n n 0ω= ′ ℏ , where En′ is the energy in actual
units and En is the energy in Feynman units. We shall study the
effect of H2 using the perturbation theory and calculate the cor-
rection EnΔ to the electronic energy. Because of the presence of
degeneracy in our problem, we need to use a degenerate pertur-
bation theory and we shall employ the Improved Wigner–Brillouin
Perturbation theory (IWBPT) [17]. The advantage with IWBPT is
that it gives the correct pinning behaviour for weak electron–
phonon interaction. The second-order correction to the unper-
turbed energy due to the electron–phonon interaction is given by
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where, E En n
RSPT
0Δ = Δ − Δ and ( )j

0φ ρ→ is the wave function of a
harmonic oscillator with frequency ω. Because of the presence of
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EnΔ on the right hand side, we need to calculate the energy self-
consistently. Eq. (9) with 0nΔ = gives the RSPT result which works
well for the GS when 1ω < < . To perform the summation in Eq. (9)
we use the relation

( )
E E

e dt
1

1 (10)j n n

E E t
0 0 0

1j n n
0 0∫

Δ− − +
= Δ∞ − − − +

On simplifications, Eq. (9) yields the energy corrections to the
GS and the first two ES's as
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where [ /32 ]γ α π ω= and B x y( , ) is the beta function. In general,
for an N-dimensional case the expressions are as follows:
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In the present problem, the region of interest is n1 nΔ ω− ≅ and
we consider the term which contributes maximum to the energy
in this region, for each state (n 1, 2,= …) and we obtain

E
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Δ ω
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To see the pinning of the energy levels E ES1 and E ES2 to [E 10
0 +

phonon state], we have to consider the large ω limit. In this lim-
iting case, a self-consistent calculation leads us to the following
results:
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3. Numerical results and discussions

Our calculation is valid for any polar semiconductor quantum

dot. We shall be however more interested in GaAs and InSb
quantum dots in the present work. For GaAs, we take

0.07, 5.5 10 /s0
13α ω= = × and m 0.6 10 gm28= ×⁎ − so that we

have 36. 25 meV0ωℏ = and r 5.63 nm0 = . Thus for GaAs,V 0.40 =
means: 0.4 14.5 meV0ω× ℏ = and R 3= means r3 16. 9 nm0× = .
For InSb, we take 0.02, 3.7 10 /s0

13α ω= = × and
m 0.128 10 gm28= ×⁎ − so that for InSb we have 24.38 meV0ωℏ =
and r 14.93 nm0 = . First of all, we notice that the relationship be-
tween the effective confinement frequency ω and the range of the
Gaussian potential R is not so simple. In Fig. 1, we plot ω vs. R1/
for a GaAs QD and interestingly enough, the behavior is almost
linear unless R is extremely large. In this work, we shall always
mean the confinement potential to be GCP unless otherwise
mentioned. In Fig. 2, we plot the GS and the first two ES energies
(E E,0 1 and E2) of an electron confined in a GaAs QD as a function
of the effective QD size R for two values of the depth of the
Gaussian potential, V0. For a particular value of V0 and the electron–
phonon coupling constant α, as R increases, energies decrease
monotonically. However, at small values of R, as R increases, the
energies decrease very rapidly for all the states and at large values
of R, the energies decrease very slowly, ultimately saturating to the
bulk limits.

When the QD size is small, the uncertainty in the momentum is
expected to be large and as a result the kinetic energy itself will be
large and hence the total energy increases as R decreases. Thus the
polaronic effect is extremely significant for small QD's as has been
predicted by a host of investigations [11]. It is also interesting to
note that at small R energies increase with increasing V0, while
above a certain QD size (which is different for different states),
energies decrease with increasing V0. This behavior can be roughly
understood from the results of the finite square potential well
problem. If the depth of the potential is V0 and width of the well is

R, then the GS energy can be written as ( )E V m R Ecos /20 0
2 2

0
2= ℏ⁎ .

When R is small, the kinetic energy is large and therefore E0 can be
approximated by the kinetic energy on the right hand side of the
above equation and then as V0increases, E0 increases almost line-
arly. On the other hand, when R is large, the kinetic energy may be
neglected and the particle can be expected to lie at the bottom of
the potential well and so E0 can be approximated by V[ ]0− on the
right hand side of the above equation. In this case, as V0 increases,
E0 decreases, at least for the parameter values considered in this
work.

In Fig. 3, we compare the energies of a GaAs QD with GCP and

Fig. 1. ω vs. R1 / for a GaAs QD for three values of V0.
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PCP. It is clearly evident that the PCP model, in general, over-
estimates the energy. At large values of R however, the results, as
expected, become independent of the confinement potential
models and consequently both the models give the same results
which are, of course, the bulk limits.

In Fig. 4, we have plotted the energies of an electron confined
in a GaAs QD as a function of ω both in the presence and absence
of the electron–phonon interaction. The dashed-dotted lines re-
present the unperturbed energies and the solid lines indicate the
energies of the electron when the electron–phonon interaction is
taken into account. The unperturbed first and second electronic
ES's plus zero-phonon are degenerate with electronic GS plus one
phonon state at 1ω = and 0.5ω = respectively. In the presence of
the electron–phonon interaction, these degeneracies are lifted and
the energy values are lowered. One can see from the figure that as
ω approaches 1, the first ES energy (the solid curve) starts bending
downward and with further increase in ω gets pinned to the GS
plus one-phonon energy. The removal of degeneracy by the elec-
tron–phonon interaction and the subsequent lowering of energy

values are clear indications of the polaronic effects in a QD. Ex-
perimentally one should be able to observe the splitting and the
pinning behavior of the energy levels and verify the existence of
the polaronic effect in a QD.

In Fig. 5, we plot E E E( )n n n n, 1 1Δ = −− − for n 1= and n 2= as a
function of ω. E1,0Δ seems to approach the one phonon energy as ω
is increased, while E2,1Δ initially increases, reaches a maximum and
then decreases to zero under the same condition. This happens
because in this limit, both the ES energies get pinned to the GS
plus one phonon energy.

In Fig. 6, we plot E0, E1 and E2 of a GaAs QD as a function of
R1 / for V 0. 40 = and V 0. 20 = to see the effect of V0 on the

pinning effect. One can see that the degeneracies at two different
values of R (for the two ES energies) are lifted and the energies are
lowered in the presence of electron–phonon coupling. The pinning
effect is also clearly visible. Experimentally, this might be a more
direct and useful way of observing the pinning effect as compared
to Fig. 3. It is interesting to observe that the pinning occurs for a
lower value of ω as we increase V0. In Fig. 7, we plot E E( )n n 1− − as a

Fig. 2. GS and first two ES energies (E E,0 1 and E2) of a GaAs QD as a function of R,
for two values of V0.

Fig. 3. Variation of E E,0 1 and E2 of a GaAs QD with GCP and PCP as a function of R
for V 0.40 = .

Fig. 4. E E,0 1 and E2 vs. ω for a GaAs QD with and without electron–phonon
coupling for V 0.40 = .

Fig.5. En n, 1Δ − for n 1= and n 2= vs. ω for a GaAs QD for V 0.40 = .
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function of R1 / for V 0.40 = and V 0.20 = . The behavior is more or
less similar to Fig. 5. As R is reduced, E E( )2 1− saturates to a con-
stant which is expected to be an LO-phonon energy in an ideal
case and E E( )1 0− goes through a maximum and finally reduces to
zero. The reason for this behavior has already been explained
earlier.

Fig. 8 shows the comparison of electronic energies as a function
of ω′ for GaAs and InSb QD's. For GaAs, the energy levels bend
more and consequently the reduction in the energy values be-
comes more pronounced. Also the pinning occurs at a higher value
of ω′. This becomes even more evident from Fig. 9 where we have
plotted E E( )n n 1′ − ′− as a function of ω′. In Fig. 10, we have compared

the pinning behavior in a GaAs QD as a function of R1 / with
both GCP and PCP models. As we can see from the figure, the
pinning occurs at a large ω value for the GCP model.

Fig. 6. E1 and E2 as a function of R1 / for a GaAs QD with GCP for V 0.40 = and 0.2.

Fig. 7. E E( )2 1− of a GaAs QD as a function of R1 / for V 0.40 = and 0.2.

Fig. 8. E0′ , E1′ and E2′ vs. ω′ for GaAs and InSb QD's.

Fig. 9. E E( )n n 1′ − ′ − as a function of ω′ for GaAs and InSb QD's.

Fig. 10. The energy difference as a function of R1 / for PQD and GQD of GaAs.
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4. Conclusions

We have studied the effect of electron–phonon interaction on a
few low-lying energy levels in a QD with GCP model and applied
our results to GaAs and InSb QD's. We have particularly addressed
ourselves to one of the most important polaronic effects called the
pinning effect. We have shown that as the effective size, R of the
QD is decreased, at certain R the degeneracies in the energy levels
are lifted because of the electron–phonon interaction giving rise to
splitting in the energy levels and the energy levels are shifted
down. With the further reduction in the QD size, bending of the
energies causes the ES levels to get pinned to the GS plus one
phonon energy. As the electron–phonon interaction is increased,
the bending of the energy levels becomes more pronounced and
the energy levels are further shifted down and pinning occurs at a
larger value of the QD size. This splitting and pinning can be ob-
served in the laboratory and the existence or otherwise of the
polaronic effect in a polar QD can be tested experimentally. We
have also studied the effect of the strength of the Gaussian con-
fining potential V0 on the pinning effect. We find that as V0 in-
creases, pinning occurs at larger values of R. Also it turns out that
the pinning takes place at a smaller confinement length in the case
of a GQD as compared to that in PQD.
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Persistent current and the existence of a metallic phase flanked by two
insulating phases in a quantum ring with both electron–electron and
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H I G H L I G H T S

� A quantum ring threaded by a magnetic flux is studied including electron–phonon interaction.
� The system is modeled by the Holstein-Hubbard Hamiltonian.
� The persistent current is found to be suppressed by electron–phonon interaction.
� The persistent current decreases continuously as the number of atoms increases.
� The metallic phase is found to be flanked by CDW and SDW phases.
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a b s t r a c t

The persistent current in the ground state of a quantum ring threaded by a magnetic flux is calculated
within the framework of the Holstein-Hubbard model. It is found that the persistent current is sup-
pressed by both the electron–electron and electron–phonon interactions. Calculation of Drude weight
reveals that the persistent current is diamagnetic in nature. It is observed that as the number of atoms in
the quantum ring increases, the persistent current decays in a continuous way. It is finally predicted that
there exists an intervening metallic phase flanked in real time by two insulating phases, the SDW phase
and the CDW phase.

& 2015 Published by Elsevier B.V.

A magnetic flux Φ piercing through a quantum ring (QR) gen-
erates a periodic persistent current (PC) I Φ( ) with a period 0Φ
equal to hc e/ in its ground state (GS) [1] due to the quantum
mechanical phase coherence effect. Thus a QR threaded with a
magnetic flux can behave as an artificial spin [2] and can be used
as a qubit. Several experiments [3] have already confirmed the
existence of PC in QR's. Though several studies have been made on
PC in a Hubbard QR (HQR), no study has been reported, to our
knowledge, on the Holstein-Hubbard QR (HHQR). The HHQR is
more interesting because the electron–phonon (e–p) interaction
can change the nature of the GS altogether. It is generally believed
that the GS of a HH system can be either an antiferromagnetic (AF)
spin–density wave (SDW) Mott insulator or a bipolaronic charge–

density wave (CDW) Peierls insulator [4]. However, recently, Ta-
kada and Chatterjee and Krishna and Chatterjee [5] have shown
the existence of an intervening metallic phase at the cross-over
region of SDW–CDW phases in a one-dimensional (1D) HH model
at half filling. This observation has understandably attracted a lot
of attention in recent years and consequently this phenomenon
has been studied in 1D [6] as well as in two and higher dimensions
[7]. One expects a wider metallic phase in higher dimensions be-
cause of the larger phase space dimensionality and greater scope
for mobility.

In the present paper, we shall study the combined effect of
electron–electron (e–e) and e–p interactions on PC in HHQR and
unravel the GS phase diagram at T 0= . We assume that the
magnetic flux passes through the ring axially and the electrons
move in a field-free region so that the phase of the wave function
of the electron changes by the Aharonov-Bohm (AB) effect.
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The 1D HHQR pierced by an AB flux can be modelled by the
Hamiltonian
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The first term in (1) refers to the kinetic energy where ciσ
† (ciσ) is

the creation (annihilation) operator for an electron of spin σ (with
N ,σ = ↑ ↓) at site i, ij indicates that the summation is over
nearest-neighbour (NN) sites i and j, t is the hopping parameter,
and 2 /Nϕ πΦ= , Φ being the total magnetic flux passing through
the ring (measured in units of flux quantum h e/0Φ = ) and N is the
total number of sites. The second term is the onsite e–e Coulomb
interaction, U being the corresponding correlation strength and
n c ci i i=σ σ σ

† is the number operator for electrons of spin σ at
site i. The third term is the phonon Hamiltonian where b bi i( )† is
the phonon creation (annihilation) operator and 0ω is the dis-
persionless phonon frequency. The last two terms represent re-
spectively the onsite and NN e–p interactions with the corre-
sponding strengths g0 and g1.

We first eliminate the phonon degrees of freedom using the
conventional Lang-Firsov transformation [8] with the gen-
erator: n b b n b bS g g ,i i i i ij i j j0 1 ( )( )= ∑ − + ∑ −σ σ σ σ

† † and perform zero-

phonon averaging to obtain the effective electronic Hamiltonian as
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0( ) ( )ω ε ω+ = − + and z is the number of NN
sites. The last two terms in Hamiltonian (2) provide competing
dynamics. The hopping term drives an electron to move from one
site to another leading to a Peierls state whereas the Coulomb
term opposes double occupancy favouring the formation of local
spin moments. We shall use the mean-field (MF) Hartree–Fock
approximation (HFA) to obtain the energy corresponding to the
effective Hamiltonian e. This is a reasonable approximation so
long as the band energy dominates over the e–e interaction.

For simplicity and without loss of generality, we consider a
system with even number of sites and divide the system into two
sub-systems, namely, even-numbered sites (A sublattice) and odd-
numbered sites (B sublattice). We next define charge density (n),
CDW order parameter (c) and SDW order parameter (s) (per site)
as [9]: n n n n n c

n n n n s

n n n n
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where nAσ and nBσ are the

expectation values of niσfor i A∈ and i B∈ , respectively. We can
express e in terms of the above parameters and c and s can be
found by self-consistency conditions. The effective Coulomb cor-
relation term can be decoupled using MF HFA [10] and e finally
reduces to
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where U n c s /2A e0ε ε= − + ( + − )↑ , U n c s /2A e0ε ε= − + ( + + )↓ ,
U n c s /2B e0ε ε= − + ( − + )↑ , U n c s /2.B e0ε ε= − + ( − + )↓ Next we

make Fourier transformation to the momentum space and
perform the Bogoliubov transformations: c cosk k k( )θ α= −σ σ σ

sin ;k k( )θ βσ σ c sin cos ,k a k k k k/ , ( ) ( )θ α θ β= +π σ σ σ σ σ+( ) with tank
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− to diagonalize e which then reads
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μ† −σ PC IPC( ) and the Drude
weight (DW) (D) [11] are defined as
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where mΦ is the location of the minimum of E Φ( ) which can be
0 or 1/2 depending on the parity of the number of electrons.

The average electron density or the occupation per site n is
defined as: n N N/ ,e= where Ne is the total number of electrons in
the 1D tight-binding (TB) QR and N as defined earlier, is the total
number of sites. In the present work, N 200= and N N 2e = −
(unless otherwise specified). The GS energy (E Φ( )), PC IPC Φ( ( )) and
DW for a non-interacting (NI) TB QR are found to be periodic in Φ
with period 0Φ , as expected. We also find that as t increases, E Φ( )
decreases but IPC| | increases. Furthermore DW turns out to be po-
sitive which implies that the QR is metallic and diamagnetic. From
the behaviour of IPC Φ( ) vs. Φ for N 200e = and N 198e = , we clearly
see that PC has opposite phases in the two cases. This can be at-
tributed to the parity effect predicted earlier by Cheung et al. and
Sticlet et al. [12] in the case of Dirac electrons in 1D continuum.
The explanation of the parity effect in a QR is simple. Due to the
removal of one electron each from A and B, each sublattice con-
tains 99 electrons. This lowers the Fermi energy and causes a
downward shift in PC and as a result, PC in a QR with 198 electrons
has an opposite phase to that with 200 electrons. We also observe
a similar parity effect in D Φ( ).

In the recent past, the variation of IPC with Φ for different values
of U has been studied for a HQR [13] in which they

have considered a HQR. In Fig. 1, we show the I Uvs.PC taking
the maximum value of IPC| | from the I vs.PC Φ curve. It is evident
that up to a certain critical value of U Uc( ) (which depends on t), PC

Fig. 1. I maxPC( ) vs. U for a Hubbard QR for different values of t .
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remains independent ofU . This can be understood in the following
way. For a given t , there exists a criticalU up to which the hopping
dominates over the Coulomb correlation and so the contribution
to PC comes essentially from the hopping process. The use of MF
HFA which neglects the quantum fluctuations, further under-
estimates the role of correlation. Above Uc , however, the Coulomb
correlation starts influencing the electron dynamics more and
more and as a result PC begins to decrease with further increase in
U . According to [13] which deals with only 7 atoms, U 0c = . At
U 4.4= , the SDW order parameter s is found to have a value 0.791
for t 1= . The existence of a nonzero value of Uc may be an artefact
of the mean field theory used in the present work. As U is in-
creased further, s approaches 1 confirming that the GS is then an
AF SDW Mott insulator. This is shown in Fig. 2 which reveals how s
grows with U in a HQR. The figure clearly shows that there does
exist a critical U Uc( ) for a given t such that s 0= for U Uc< . For
t 1= , U 1.3c ~ which agrees with the result we have obtained from
the IPC vs. U graph (not shown here). The result that Uc increases
with increasing t is easily understandable from the fact that a
larger value of t leads to a larger mobility. The figure furthermore
shows that as t decreases, s approaches 1 at a smaller value ofU . In
other words, asU is increased, the system goes into a SDW state at
a relatively smaller value of t . We conclude that the system un-
dergoes a quantum phase transition at this point from a diamag-
netic metallic state (D 0> ) to the AF Mott insulating state.

In Fig. 3 we plot PC as a function of the onsite e–p coupling
constant g0 for a HHQR in the absence of e–e and NN e–p inter-
actions. The figure shows that the onsite e–p interaction has a
stronger effect on PC compared to the e–e interaction. Thus, even
at values much smaller than t , the onsite e–p interaction has an
observable effect on PC. Consequently, a considerable suppression
in PC occurs at much smaller values of g0 as compared to that ofU .
The behaviour of the CDWorder parameter c( ) as a function of g0 is
shown in Fig. 4. The figure clearly indicates that up to a critical g0, c
is essentially zero. As g0 increases, c increases rather rapidly and
reaches 1 at a critical value of g0 which is more or less in-
dependent of t . The c 1= state corresponds to a pure CDW
(Peierls) insulating state. Thus here the QR system undergoes a
quantum phase transition from a diamagnetic metallic state to the
Peierls CDW insulating state in a continuous and smooth way.

In Fig. 5 we show the variation of PC with g1 for three values of
t with g U00 = = . The magnitude of PC reduces in a similar way as
happens with respect to g0, but the reduction appears to be more
rapid in the present case. The variation of CDWorder parameter c( )
as a function of g1 is shown in Fig. 6. The qualitative effect of the

NN e–p interaction is essentially the same as that of the onsite e–p
interaction but in the present case the transition from c 0= to
c 1= occurs at a little lower values of g1.

PC as a function of U for different combinations of g0 and g1 is

Fig. 2. Variation of the SDW order parameter (s) for HQR as a function of U .
Fig. 3. PC vs. g0 in HHQR with U 0 g1= = .

Fig. 4. CDW order parameter (c) vs. g0 with U g0 1= = .

Fig. 5. PC vs. g1 in HHQR with U g0 0= = .
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plotted in Fig. 7. For small values of g0 the behaviour is qualita-
tively similar to that for g 00 = . When g0 becomes of the order of 1,
the behaviour of PC becomes qualitatively different. For example,
now even for small values of U , PC may be zero. This is due to the
formation of CDW state induced by the electron–phonon
interaction.

In Fig. 8 we plot a three-dimensional (3D) diagram to show
more explicitly the effect of both the onsite and the NN e–p in-
teractions together on c. The figure clearly shows that the NN e–p
interaction has a more dominant effect than the onsite e–p
interaction.

Next we study the combined effect of the e–e and e–p inter-
actions on the SDW–CDW transition. The presence of both the e–e
and e–p interactions makes the situation a bit more complicated.
Before we deal with this situation we shall make a few comments
on the effective onsite e–e interaction potential Ue. The value of Ue

can be used to define the nature of the phase of a system. If Ue is
less than 0, the interaction between two electrons at a particular
site will be attractive and the system is more likely to be found in
the CDW phase, while if U 0,e > the effective e–e interaction will
be repulsive and for a large positive Ue, the GS of the system is
expected to be a SDW state. In both cases, the hopping parameter
would be smaller than Ue. Thus there exists a possibility of

occurrence of an intermediate state for the system for which one
would expect U 0e~ . In this case, the system could be found in a
metallic state [4–7]. Here we take g 01 = for the sake of simplicity
and first consider theU 0e = case i.e., we determine the values ofU
and g0 that yield U 0e = . The effective Hamiltonian then describes
just a tight-binding model with the effective hopping parameter
and the site energy as te and eε respectively. Thus the GS of the
system does turn out to be metallic in this case with c s0= = . The
numerical results also confirm this assertion. (We do not however
show these graphs to save space). Next we consider the U 0e <
case. For large negative U ,e the GS of the system is found to be a
CDW state which is possible for small U and large g0 values. For
large negative Ue, the GS of the system is found to be a CDW state
which is possible for small U and large g0 values. Finally, we
consider the U 0e > case which is seen to correspond to a SDW GS.
In Fig. 9 the 3D diagram showing IPC max| ( ) | as a function on g0 and
U , which is obviously a surface. The surface lying above the g U0 −
plane corresponds to the metallic state whereas the one that lies
on the same plane corresponds to the insulating phase. To uncover
the explicit nature of the phase transition we plot the 2D phase
diagram in the g U0 − plane. We draw the phase diagrams by
calculating DW which is positive for a diamagnetic metallic phase
and zero for an insulating phase. The insulating phase can be ei-
ther a CDW phase c 1( ~ ) or an SDW phase (s 1~ ) depending on the
relative interaction strengths.

Ug0 − c 1~ s 1~ Fig. 10 shows the phase diagram for a half-filled
(n 1= ) band. The figure clearly shows the existence of an

Fig. 6. Variation of the CDW order parameter c( ) as a function of g1 in the absence
of e–e and NN e–p interactions.

Fig. 7. PC vs. U for various combinations of g0 and g1.

Fig. 8. Variation of the CDW parameter (c) with g0 and g1.

Fig. 9. Effect of both onsite e–e and e–p interactions on PC for t 1= and g 01 = for
quarter filled band N N200, 100e( )= = .
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intermediate metallic phase in between the two insulating phases.
It is evident that the metallic phase is favoured at small values of
g0 and U . For a band which is slightly less than half-filled the
metallic phase turns out to be wider (Fig. 11). This implies that
correlation is stronger at half-filling. For a band with still lesser
band-filling n 0.9( = ) the metallic phase becomes even wider. Thus
we conclude that the intermediate metallic phase becomes wider
as the band-filling decreases from 1. The reason is easily under-
standable because when the band is less than half-filled, more
sites are available for the electrons to avoid double occupancy and
lower the energy. One can also observe that the metallic phase
widens more towards the SDW phase as the band-filling decreases
from the half-filled case. The reason for this is, however, not very
clear ( Fig. 11).

In Fig. 12, we plot PC vs. N for different combinations of g0 and
U . PC clearly decreases with increasing N. The reason is under-
standable. For a small system, the electron wave function is co-
herent over the entire ring and this causes a larger current in the
QR.

In conclusion, we have studied the combined effect of e–e and
e–p interactions on PC in a 1D HHQR pierced by an AB magnetic
flux. First the phonon degrees of freedom are eliminated by using
the conventional Lang-Firsov transformation to obtain an effective
Hubbard model which is subsequently studied using the HF de-
coupling scheme. The resulting linearized Hamiltonian is then
written in terms of CDW and SDW order parameters which are
calculated by a self-consistent approach. We observe that PC is
diamagnetic and there exists the so called parity effect in a QR. We
have shown that e–e and e–p interactions cause suppressions in
PC in a HHQR. However the e–p interaction plays a more dominant
role as compared to the e–e interaction. We have also shown that
PC increases with decreasing N. This is due to the increasing co-
herence of the electron wave function as the system size de-
creases. The enhancement in PC with decreasing system size ap-
pears to be continuous precluding any possibility of an abrupt
transition from the bulk to the nano-phase. Finally we have ob-
tained the phase diagram in the g U0 − plane which predicts the
existence of an intervening metallic phase which can sustain
persistent current in the presence of a AB magnetic flux in a HHQR
in between the CDW–SDW phases. The vicinity of the CDW or the
SDW phase can possibly be used for switches. In general the
phenomenon observed in this work can have far-reaching im-
plications from the point of view of device technology as well as
superconductivity in nanosystems.
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Persistent current in a correlated 
quantum ring with electron-phonon 
interaction in the presence of 
Rashba interaction and Aharonov-
Bohm flux
P. J. Monisha1, I. V. Sankar1, Shreekantha Sil2 & Ashok Chatterjee1

Persistent current in a correlated quantum ring threaded by an Aharonov-Bohm flux is studied in 
the presence of electron-phonon interactions and Rashba spin-orbit coupling. The quantum ring is 
modeled by the Holstein-Hubbard-Rashba Hamiltonian and the energy is calculated by performing the 
conventional Lang-Firsov transformation followed by the diagonalization of the effective Hamiltonian 
within a mean-field approximation. The effects of Aharonov-Bohm flux, temperature, spin-orbit and 
electron-phonon interactions on the persistent current are investigated. It is shown that the electron-
phonon interactions reduce the persistent current, while the Rashba coupling enhances it. It is also 
shown that temperature smoothens the persistent current curve. The effect of chemical potential on the 
persistent current is also studied.

The existence of a persistent current (PC) in a normal metal ring was first proposed by Buttiker, Imry and 
Landauer1. Cheung et al.2 have studied the effects of temperature, chemical potential and randomness on PC in 
strictly one-dimensional (1D) normal rings. Several theoretical studies3–7 have been subsequently carried out on 
PC in mesoscopic systems. Since the energy would be periodic in the flux, one expects the PC to show the similar 
behavior. With the advent of nano-fabrication techniques, several experimental investigations have been made to 
confirm the existence8,9 and the periodicity10–14 of PC in semiconductor quantum rings (QRs). The periodicity of 
PC in a finite ring can be shown using continuum or discrete models15. The period is found to be Φ = /hc e0  for 
non-interacting spinless electrons. The most useful model to study PC is the Hubbard model in which the ring 
consists of discrete lattice sites and the electrons can hop from one site to another. Several works16–19  
have been carried out on the Hubbard ring to understand the magnetic response and the behavior of PC. But 
most of them have neglected the electron-phonon (e-p) interaction which can actually play quite an important 
role in the low-dimensional systems. The effect of e-p interaction on PC can be captured by considering the 
Holstein-Hubbard (HH) model20,21. Another important interaction that has come to light in the context of nano-
systems in recent years is the spin-orbit (SO) interaction which is at the heart of the emerging field of spintronics. 
New devices are being contemplated which would use the spin degrees freedom instead of charge. There can be 
two kinds of SO interactions in solids. One originates due to the structural inversion asymmetry which is known 
as the Rashba spin-orbit (RSO) interaction and the other is due to the bulk inversion asymmetry which is called 
as the Dresselhaus spin-orbit (DSO) interaction. The effects of SO interaction22–24 are found to be pronounced in 
QR’s. By tuning the external electric field the electron spin can be controlled and consequently, the Rashba effect 
can be manipulated, which is precisely the idea behind spintronics25. In the present paper we shall study the 
effects of RSO interaction on PC in a 1D HH ring threaded by an Aharonov-Bohm (AB) flux. Since the number 
of electrons in a QR also changes the magnitude and phase of PC2, the chemical potential is expected to have an 
interesting effect on PC. As the temperature increases, the electrons may occupy higher energy levels that are 
close and can have opposite currents and therefore, as a net result, the higher positive and negative contributions 
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to PC may cancel out. Buttiker has indeed observed a decrease in the amplitude of the PC with temperature26. We 
shall therefore study the effects of chemical potential and temperature as well on PC in a 1D HH ring in the pres-
ence of RSO interaction.

Theoretical Formalism
The Hamiltonian for a HH ring threaded by a magnetic flux Φ can be written in the presence of RSO interaction 
as

= + = + + + , ( )H H H H H H H 1so e p ep so0
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Eq. 2 represents the electronic Hamiltonian He which consists of three terms. The first term represents the site 
energy, ε0 being the site energy, = ( ), ( )σ σ

↑

↓

†c
c
c c ci

i

i i i  being the creation (annihilation) operator for an electron at 

site i with spin σ, and = , , , …i N1 2 3 , N being the total number of sites in the system. The second term 
describes the hopping term where t is the hopping integral between the nearest-neighbour (NN) sites, ij  denotes 
that the summation is to be performed over NN sites i and j and θ π= ( Φ/ )2 N  is the AB phase due to the mag-
netic flux Φ, which is an integral multiple of the elementary flux quantum Φ = /hc e0 . The third term is the onsite 
repulsive electron-electron (e-e) Coulomb interaction where U measures the strength of the interaction and 
=σ σ σ

†n c ci i i  is the number operator for the electrons at site i with spin σ. Eq. 3 gives the unperturbed phonon 
Hamiltonian where ( )†b bi i  is the creation (annihilation) operator for a phonon with dispersionless frequency ω0 
at site i. Eq. 4 represents the onsite and NN e-p interactions with g1 and g2 measuring the respective coupling 
constants. Thus g1 measures the strength of the interaction of an electron with the phonons at the i-th site, 
whereas g2 gives the strength of the interaction of an electron at the i-th site with the phonons at the ( + )i 1 -th 
site. The value of g2 is in general expected to be smaller than that of g1 and typically for a real material one may 
take the value of g2 about one order less than that of g1. In general, an electron is supposed to interact with phon-
ons at all sites. But we restrict our study of e-p interaction up to NN terms assuming that beyond NN’s, interac-
tions will be small enough to be ignored. [If the onsite e-p interaction is so strong that the electron gets trapped in 
a deep potential well created at the i-th site, then its interaction with the NN phonons will be very small. In such 
cases the effective NN e-p interaction can be neglected]. In real systems the effects of g1 and g2 manifest them-
selves through the localization-delocalization transition. Finally, Eq. 5 describes the SO interaction with
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where ϕ ϕ ϕ= ( + )/2ij i j  and ϕ π= ( − )/i N2 1i  so ϕ π= ( − / )/i N2 1 2ij , σx  and σ y are the Pauli spin matri-
ces. And = , , …,i N1 2  is the site index along the azimuthal direction ϕ of the ring.

In the present problem we are interested in RSO interaction only and so we take β = 0. We first perform  
a Lang-Firsov transformation (LFT) with a generator = ∑ ( − )+σ σ

†R n b b[g i i i i1  ω∑ ( − ) /σ σ〉
†n b bg ]ij i j j2 0. 

LFT is a displaced oscillator (also called a coherent state ) transformation and its purpose is to eliminate the pho-
nons to obtain an effective electronic Hamiltonian. Performing a LFT physically means assuming a coherent state 
for phonons where the coherence strength is determined by the electron density. The LFT works well in the 
strong-coupling limit. Next we employ a unitary transformation with the matrix
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We now use a mean-field approximation (MFA) to deal with the e-e interaction. This approximation neglects 
the fluctuations and is known to be a meaningful approximation if the correlation is not strong. Using MFA, we 
get after some algebra27
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Using the Fourier transform: = ∑σ σ˜ ˜c e cm N k
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1 , where a is the lattice constant and redefining ( )σ σ˜ ˜†c ci i  as 
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†c ck k  and separating the Hamiltonian into even and odd sited terms, we obtain after 
some rearrangement of terms
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We shall work in the reduced zone scheme i. e., we choose k to lie in the range: π π− / ≤ ≤ /a k a2 2 . In this 
scheme, the matrix elements α′s can be written as: α π α( + / ) = − ( )k a kij ij . The effective mean-field Hamiltonian 
can now be written as
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The exact numerical diagonalization of Heff
M yields four energies , , ,E E E E1 2 3 4 and the four distribution func-

tions f(E1), f(E2), f(E3), f(E4), where ( ) = +β µ( − ) −
f E e[ 1]i

E 1
i . The GS energy is now given by
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and the PC ( )I pc  can be calculated from the relation
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Numerical results and Discussions
For the sake of convenience, we set =t 1 and measure all energies in units of ω0. In Fig. 1(a), we plot the GS 
energy EGS as a function of the flux Φ for various values of α in the absence of all other interactions. We can see 
that the GS energy increases with α. The periodicity of the energy with Φ is also clearly evident. In Fig. 1(b) we 
plot PC vs. Φ for different values of α. The RSO interaction clearly enhances I pc. Also, the phase of PC changes, 
when α exceeds a critical value α( )c . In the present case, α > 1c . The variation of IPC as a function of α is explicitly 
shown in Fig. 1(c). IPC increases with α monotonically, though its derivative can have a more interesting 
behavior.

Figure 2 shows the behaviour of PC as a function of U with and without RSO interaction. The MFA employed 
here may be considered to be a reasonable approximation since we have studied the effect of U from U =  0 to 
U =  4 which lies in the weak correlation regime since ω = 10  is set as the energy scale. The solid line describes 
the behavior for α = 0 and the dashed-dotted line for α = 2. One can easily notice that PC decreases as U 
increases. The explanation is quite simple. As U increases, the electrons experience a larger onsite repulsion and 
thus find it more difficult to go from one site to another. This reduces PC. In the absence of RSO interaction, there 
seems to exist some critical value of U ( )Uc  below which PC remains constant and unaffected by U. This implies 
that the effective hopping parameter te remains predominant over U below Uc and thus U does not play any sig-
nificant role. Above Uc, PC dies out extremely sharply. In the presence of RSO interaction, however, there is a 
qualitative difference in the behavior of PC as a function of U. The figure shows the behavior for α = 2. It is evi-
dent that, though even now, the decrease of PC with increasing U is quite rapid, it is smooth and there is no 
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indication of existence of any critical value of U. One possible explanation for this behavior may be the following. 
In the presence of the Rashba interaction, the PC undergoes a significant enhancement as can be seen from 
Fig. 1(c) and the correlation effect also increases because of a second-order contribution from the RSO interac-
tion. Because of the higher effective U, even at small U, the correlation plays an important role and consequently 
PC decreases with U from U =  0 itself and thus shows a smooth behavior as a function of U. Use of a better 
method to include the quantum fluctuations may make the PC vs. U curve smooth even in the case of α = 0 and 
rule out the existence of any critical Uc. A final answer on this issue requires more critical investigations.

Next we look into the effects of onsite and NN e-p interactions on PC. In Fig. 3 we plot PC as a function of g1. 
It is evident that PC decreases as g1 increases. This reduction in PC is understandable. Since g1 gives the strength 
of the onsite e-p interaction, as g1 is increased, the e-p interaction will distort the lattice more around that site 
leading to a deeper polarization potential for the electron causing electron self-trapping or localization at that 
site28–30. This will inhibit conduction. The gradient of the curve is however not monotonic which may have some 
interesting physical implications. One may also notice that the resistive effect of the e-p interaction is more pro-
nounced than that of the e-e interaction.

In Fig. 4(a), we wish to study the effect of NN e-p interaction on PC keeping α = 0. So we plot IPC vs. Φ for 
several values of g2. To see the sole effect of g2 we first study the case with = =U 0 g1. We find that the effect of g2 
on PC is stronger that of that of g1, which is clearly suggested by Eq. 10. According to Eq. 10, te contains an addi-
tional Hoslstein reduction factor solely dependent on g2. Figure 4(a) also shows that the periodicity of PC 
decreases with increasing g2. The behavior is qualitatively similar (not shown here) even with g1, but again the 

Figure 1. The GS energy and PC in the presence of SO interaction for U = g1 = g2 = 0. (a) The GS energy as a 
function of the flux Φ for different α. (b) Persistent current IPC as a function of Φ for different α. (c) Variation of 
IPC as a function of α.
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Figure 2. The effect of e-e interaction on the PC. IPC as a function of U for α =  2 and α =  0.
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effect of g2 is stronger. In Fig. 4(b) we show PC vs. Φ for =g 02  and 0.1 in the presence of onsite e-p interaction 
( = . )g 0 91 . Of course, the reduction in PC is now more pronounced and furthermore the periodicity also 
decreases. We do not plot PC vs. g2 because the behavior is infested with a lot of fluctuations.

The effect of temperature on PC is plotted in Fig. 5(a) for both α = 0 and α = 2 and it is clear that as the tem-
perature increases, PC decreases in both cases as our commonplace notion would justify. The exact numerical 
behavior is however a little more complicated eluding any simple explanation. As established earlier, PC is larger 
in the presence of the RSO interaction. Interestingly enough, PC develops a peak at very low temperature. In 
Fig. 5(b) we plot PC vs. temperature in the presence of RSO interaction for = .g 0 51  and compare with the graph 
for =g 01 . It is evidently clear that in the presence the e-p interaction, the peak in PC becomes sharper and 
acquires a greater value. This happens because as e-p interaction increases, polaronic quasiparicle weight increases 
leading to a sharper peak in the PC.

Finally we wish to study the effect of chemical potential μ on PC. In Fig. 6(a), we plot PC as a function of Φ for 
different values of μ. As expected, the magnitude and the phase of PC change with μ. Direct dependence of PC on 
μ is shown in Fig. 6(b) both in the presence and absence of the RSO interaction. In both cases, PC decreases with 
increasing μ, the values of PC being greater for the α = 2.

Conclusions
In this work, the effect of RSO interaction on PC is studied in a one-dimensional Holstein-Hubbard ring threaded 
by an Aharonov-Bohm flux. First, the phonon degrees of freedom are eliminated by performing the conventional 
Lang-Firsov transformation and then the spin-dependence is removed by performing another unitary transfor-
mation. The effective electronic Hamiltonian is finally diagonalized by using a mean-field Hartree-Fock 
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Figure 3. The effect of e-p interaction on the PC. IPC vs. g1 forα = 0 and α = 2 (with U =  0 =  g2).

Figure 4. The effect of NN e-p interaction on the PC. (a) Ipc vs. Φ for different values of g2 with α = 0. (b) PC 
vs Φ for =g 02  and 0.1 with = .g 0 91 .
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approximation and PC is calculated by differentiating the GS energy with respect to the flux. We show that the 
magnitude of PC is enhanced as we switch on the RSO interaction α . Also, for large values of  
α α( > )1 , the phase of PC is observed to change. We notice that both the e-e and e-p interactions reduce the value 
of PC. We also observe that the NN e-p interaction has a stronger effect on PC than the onsite e-p interaction has. 
We furthermore show that PC decreases with temperature and in the presence of e-p interaction develops a sharp 
peak at a low temperature. We finally show that the magnitude of PC decreases with increasing chemical potential 
and its phase also changes (as the number of particles change).
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a b s t r a c t

An exact analytical expression for the electron momentum distribution function of a one-dimensional
Frohlich–Toyozawa–Luttinger (FTL) liquid is obtained. It is explicitly shown that the residual Fermi
surface disappears when the electron–electron interaction is increased. It is furthermore shown that the
electron–phonon interactions also flatten the distribution function, the optical phonons having a larger
effect than the acoustic phonons. However, it is found that the nature of the distribution function of an
FTL liquid is qualitatively different from that of the corresponding Luttinger liquid above kF :

& 2013 Elsevier Ltd. All rights reserved.

1. Introduction

The one-dimensional (1D) many-electron problem has gener-
ated renewed interest after the discovery of quasi-one dimen-
sional solids such as carbon nanotubes, quantum wires and other
one-dimensional systems. Luttinger-liquid behaviour has indeed
been observed in carbon nanotubes and other quasi-one dimen-
sional conductors [1]. The usual Fermi liquid theory based on
quasi-particle picture breaks down in these systems because of the
Peierls instability and spin-charge separation. Tomonaga [2] first
solved the one-dimensional interacting fermion problem exactly
using bosonization and certain approximations regarding the
commutator of the density operators. Later Luttinger [3] proposed
a better model for this problem introducing some new states and
this model is also exactly soluble. But the ground state of the
Luttinger model is not bounded from below and Lieb and Mattis
[4] rectified this error and again solved the problem exactly. Luther
and Peschel [5] calculated the electron spectral density, suscept-
ibility and pair propagation of an interacting electron system
within the framework of the Luttinger model. Haldane [6] used
the Luttinger model for the description of the general interacting
Fermi gas in one dimension and called it a Luttinger liquid.
Yoshioka and Ogata [7] obtained the asymptotically exact ground
state for a 1D electrons and studied the transition from a Luttinger
liquid behaviour to a non-Luttinger liquid behaviour as a function
of some parameter which appears in the electron–electron
interaction coefficient. Photoluminescence experiments from real

quantum wires show the existence of sharp Fermi surface [8]. Hu
and Das [9] suggested that virtual plasmon emissions that are
present in systems would be inhibited in dirty systems leading to
the restoration of the Fermi surface. Adding to the Luttinger
Hamiltonian a parametrised term that accounts for the scattering
of plasmons by the impurities existing in real systems Melgarejo
and Vericat [10] showed that Fermi surface was indeed restored in
the presence of the impurities. Wonneberger [11] have investi-
gated the density and the electron distribution function of a
Luttinger liquid confined to a harmonic trap. Wang et al. [12]
presented accurate expressions for the effect of the long-range
electron–electron interaction on momentum distribution, density
of states, electron spectral function etc. of a 1D Luttinger liquid.
Schönhammer [13] also obtained the momentum distribution
function of electrons and the spectral function of a Luttinger
liquid. Sen and Chakrabarti [14] employed density functional
theory to establish the Luttinger liquid behaviour of a sodium-
doped quasi-1D trans-polyacetylene chain. All these investiga-
tions, however, neglected the lattice excitations like phonons and
their interactions with electrons, which actually play an important
role in the transport phenomena and are relevant in polar
semiconductors. Several investigations [15] were however made
on 1D many-polaron problem using the quadratic electron disper-
sion. Baldea [16] was probably the first to study an interacting
electron system including phonons using the linear electron
dispersion. He considered the interaction of electrons with long-
wavelength acoustic phonons within the framework of the Tomo-
naga model and calculated the momentum distribution function.
Marino [17] considered a 1D acoustic many-polaron Hamiltonian
within the framework of the Luttinger model and showed that for
a certain range of the coupling constants the system would exhibit
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a metallic behaviour since the spectrum contains gapless collective
excitations of polaronic plasmons. Later, Martins [18] considered a
problem with both electron–optical–phonon interaction and the
electron–acoustic–phonon interaction but neglected the electron–
electron interaction. Recently, Rao et al. [19] have exactly solved
the 1D interacting electron problem within the framework of
Luttinger model incorporating both the electron–optical–phonon
interaction and the electron–acoustic–phonon interaction along
with the electron–electron interaction to obtain the energy spec-
trum. This system can be referred to as the Fröhlich–Toyozawa–
Luttinger (FTL) liquid. It seems that metallicity of the system
depends crucially on the nature of the electron-electron interac-
tion in one dimension. To our knowledge, however, no investiga-
tion has so far been made to obtain the momentum distribution
function of electrons in a Luttinger liquid in the presence of the
electron–phonon interactions. The purpose of the present paper is
to make an attempt in this direction.

The FTL liquid can be modelled by the Hamiltonian

H¼ −iℏvF
Z

ψþðxÞs3∂xψðxÞdx

þ1
2

Z
_ϕ
2ðxÞ þ ℏ2ω2

0ϕ
2ðxÞ

h i
dx

þ1
2

Z
_~ϕ
2
ðxÞ þ ℏ2v2s ð∂x ~ϕðxÞÞ2

� �
dx

þg
0
ℏω0

Z
ψþðxÞψðxÞϕðxÞdx

þ λ
0
ℏvs

Z
ψþðxÞψðxÞ∂x ~ϕðxÞdx

þ∬ ψþðxÞψþðyÞV jx−yj
2

ψðyÞψðxÞdxdy ð1Þ

where the first term is the free electron Hamiltonian with s3 as the
Pauli matrix, vF the Fermi velocity, ψðxÞ is the two-component field

operator given by ψ ¼
ψ1ðxÞ
ψ2ðxÞ

 !
, with ψ iðxÞ ¼ 1=

ffiffiffi
L

p
∑
k
eikxaik, where

ψ1ðxÞ is the field operator for the electrons of type-1 with the
energy dispersion, ϵk ¼ kvF and ψ2ðxÞ represents the field operator
for electrons of type-2 with ϵk ¼ −kvF , L being the length of the
system. The second term is the free optical phonon Hamiltonian
with ϕðxÞ ¼∑

k
ð1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Lℏω0

p
Þðbk þ bþ−kÞeikx as the optical phonon field

operator and ω0 the dispersionless optical phonon frequency. The
third term is the free acoustic phonon Hamiltonian with
~ϕðxÞ ¼∑

k
ð1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Lℏvsjkj

p
Þð ~bk þ ~b

þ
−kÞeikx as the acoustic phonon field

operator and vs the velocity of sound. The fourth term is the
electron–optical–phonon interaction with g′¼

ffiffiffiffiffiffiffiffiffiffiffi
8πℏg

p
�ðℏω0=2mÞ1=4,

g being the dimensionless electron–optical–phonon coupling constant
[20] and the fifth term represents the electron–acoustic–phonon
interaction with λ′¼ −i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8πℏvsλ

p
, λ being the dimensionless electron–

acoustic–phonon coupling constant [20]. The last term denotes the
electron–electron interaction where V jx−yj represents the electron–
electron interaction potential. It has been shown in [19] that by
employing suitable transformations both the phonon fields can be
eliminated from the problem to obtain an effective electronic Hamil-
tonian given by

H¼ ∑
k40

DþðkÞ½ρ1ðkÞρ1ð−kÞ þ ρ2ð−kÞρ2ðkÞ�

þ ∑
all k

D−ðkÞρ1ðkÞρ2ð−kÞ ð2Þ

where

D7 ðkÞ ¼ 1
2L

7f2g02ðv2Fk2∓ω2
0Þ=ω2

0 þ ð2πℏvF72πℏvF Þg
h

72λ
02ðv2F∓v2s Þ=v2s þ V1k� ð3Þ

ρðqÞ is the Fourier transform of ρðxÞ ¼ ψþ
i ðxÞψ iðxÞ, satisfying:

½ρið−kÞ; ρjðk′Þ� ¼ ð−1Þiþ1δijδkk0 ðkL=2πÞ (with k; k′40; i; j¼ 1;2Þ;
and V1k ¼ Vk þ V−k, where Vk is the Fourier transform of V jx−yj
and the free electron Hamiltonian has been replaced by
ð2πvF=LÞ ∑

k40
½ρ1ðkÞρ1ð−kÞ þ ρ2ð−kÞρ2ðkÞ� as usual. Hamiltonian (2) can

be diagonalized by a transformation with the generator S¼ ð2πi=LÞ
∑
all k

½ϕðkÞ=k�ρ1ðkÞρ2ð−kÞ, where ϕðkÞ ¼ ð1=2Þ tanh−1f−D2ðkÞ=D1ðkÞg, k

being real and even. The energy spectrum is given by

ϵðkÞ ¼ ℏvF jkj 1−
g

02 þ λ
02

πℏvF
þ V1k

2πℏvF

" #1=2

� 1þ g
02k2vF
πℏω2

0

þ λ
02vF

πℏv2s

" #1=2
ð4Þ

which is valid only if: [g′2c þ λ′2c �o ½πℏvF þ V1k=2�. To plot the the
energy spectrum ϵðkÞ we need an explicit form for V1k. The form:

1=k2 does not give proper description of the excitation spectrum. We
choose following Wang et al. [12]: V1k ¼ 4πμe2 lnð1þ kF=kÞ, where μ
is the electron–electron coupling constant. In Fig. 1 we plot the
dimensionless excitation energy ϵðkÞ (in units of Rydberg) for various
interactions. We define the effective eletron–optical–phonon coupling
constant as αop¼(4πg(ω0

0)3/2/L0)1/2 and the effective electron–acoustic–
phonon coupling constant as αac¼(16πλ(v's)2/L')1/2, where the primed
quantities are dimensionless in Rydberg units. As expected, the
electron–electron interaction increases the energy, while the polaron
formation decreases it.

In the present paper we obtain for the first time the electron
distribution function, nk for the FTL liquid. Since nk is an even
function of k, we need to consider only k40 and also it will suffice
to calculate nk only for particle type-1. It may however be noted
that our calculation also includes the Coulomb interaction
between the two types of electrons. We write: n̄k¼
/a+1ka1kS=/c+kckS, where cþk ðckÞ creates (destroys) a type-1 parti-
cle for k40 with positive energy. ck; cþk are related to ψ ′s through
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Fig. 1. (Color online) Energy spectrum of a Luttinger liquid for various interactions
and interaction strengths.
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Fourier transformations and thus we have

nk ¼
1
L
∬
L

0
Iðx; x′Þeikðx−x′Þdxdx′; ð5Þ

where Iðx; x′Þ ¼/Ψ jψþ
1 ðxÞψ1ðx′ÞjΨS, jΨS being the GS of the inter-

acting system. Using the transformations: eiSHe−iS ¼ ~H , eiSjΨS¼ jΨ0S,
the Hamiltonian becomes diagonal and we get: Iðx; x′Þ ¼/Ψ0jeiSψþ

1
ðxÞe−iSeiSψ1ðx′Þe−iSjΨ0S, where jΨ 0S is the new GS of the non-
interacting system. To calculate Iðx; x0 Þ we introduce as usual the
operator: f sðxÞ ¼ eisSψ1ðxÞe−isS, so that we can write: f sðxÞ ¼ Ws

ðxÞRsðxÞψ1ðxÞ , where WsðxÞ ¼ exp f ∑
k40

ð2π=kLÞη1ðk; xÞðcoshsϕðkÞ
−1Þg;RsðxÞ ¼ exp f ∑

k40
ð2π=kLÞη2ðk; xÞsinhsϕðkÞg, ψ1ðxÞ ¼ cðxÞ � exp

f ∑
k40

ð2π=kLÞη1ðk; xÞg, ηiðk; xÞ ¼ ½ρið−kÞeikx−ρiðkÞe−ikx�. Thus we have:

Iðx; x′Þ ¼ /Ψ0jψþ
1 ðxÞRþ

1 ðxÞWþ
1 ðxÞW1ðx′ÞR1ðx′Þψ1ðx′ÞjΨ 0S; where RðxÞ

and WðxÞ are unitary and commute with each other. Since there
are two types of electrons in our system, the GS is a product
state, jΨ0S¼ jΨ 1SjΨ2S and consequently, we have: Iðx; x0 Þ ¼
I1ðx; x0ÞI2ðx; x0Þ, where: I1ðx; x′Þ ¼/Ψ1

���ψþ
1 ðxÞW−1ðxÞWðx′Þψ1ðx′Þ

���Ψ1S;

and I2ðx; x0 Þ ¼/Ψ2jR−1ðxÞRðx′ÞjΨ2S. Using the Becker-Hausdroff
identity and the properties of ρðkÞ, one can show that:
Iðx; x′Þ ¼∏3

i−0 Ziðx; x′Þ, where Zjðx; x′Þ ¼ e∑k4 0ð2π=kLÞ φjðkÞξjðkÞ, ðj¼ 0;1;2Þ
with, φ1ðkÞ ¼ φ2

0 ¼ ðcoshϕðkÞ−1Þ2; φ2ðkÞ ¼ sinh2ϕðkÞ, ξ0ðkÞ ¼
ξ1ðkÞ ¼ ðeikðx−x0 Þ−1Þ ¼ ξ2 −kð Þ; and Z3ðx; x′Þ ¼/Ψ1

���ψþ
1 ðxÞψ1ðx′Þ

���Ψ 1S

¼ ð1=LÞ ∑
p ≤kF

eipðx′−xÞ. Then we obtain: nk ¼ 1
L ∑
p ≤kF

R L
−L dr e

iðk−pÞr e−Q ðrÞ,

where e−Q ðrÞ ¼∏2
i−0 Ziðx; x0 Þ, with Q ðrÞ ¼ R∞

0 2φ2ðkÞðð1−coskrÞ=kÞdk;
r¼ ðx−x0 Þ: Finally, in the limit L-∞; we get

nk ¼
Z 0

ðk−kF Þ
FðkÞ dkþ d ð6Þ

where

FðkÞ ¼ 1
2π

Z ∞

−∞
dx e−Q ðxÞ eikx;

Q ðxÞ ¼
Z ∞

0
dk

1− cos ðkxÞ
k

uðkÞ 2
����

���uðkÞ���2 ¼ DþðkÞ−
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2
þðkÞ−D2

−ðkÞ
q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2
þðkÞ−D2

−ðkÞ
q ð7Þ

and }d} is a constant. It can be easily seen analytically that for
μ¼ αop ¼ αac ¼ 0, nk becomes the usual Fermi–Dirac distribution
function with a sharp Fermi surface. Furthermore, if we include
only V1k, and put αop ¼ αac ¼ 0, we get back the analytical result of
Lieb and Mattis. It was also observed by Lieb and Mattis that if the
Coulomb interaction were very small, there would still exist a
residual Fermi surface at k¼ kF , while a strong Coulomb interac-
tion would destroy the Fermi surface completely. Here we wish to
study how nk is particularly modified by the electron–phonon
interactions. Using the expressions for juðkÞj2;Q ðrÞ and FðkÞ we can
obtain the exact momentum distribution function nk numerically.
Again we choose for V1k the prescription of Wang et al. [12]. In
Fig. 2 we plot nkfor several values of μ with αop¼αac¼0. For μ¼ 0
the usual Fermi–Dirac distribution with a sharp Fermi surface is
clearly visible. Wang et al. [12] have studied the behaviour of
ð0:5−nkÞ vs. ðk−kF ) for k≥kF . To compare our results qualitatively
with theirs we plot ð0:5−nkÞ in Fig. 3. Our results clearly show the
same behaviour as those of Wang et al.

In Fig. 4 we plot the derivative of the momentum distribution
function i. e., ½−ðdnk=dkÞ� as a function of k. It is evident from the
behaviour of ½−ðdnk=dkÞ� that for μ¼ 1, the distribution function
has a singularity at the Fermi surface and thus there still exists a

residual Fermi surface for weak Coulomb correlations. However
for μ¼ 3, the residual Fermi surface disappears completely. This
result is in agreement with the analytical observation of Lieb and
Mattis.

In Fig. 5 we show the behaviour of the momentum distribution
of the electrons in an FTL liquid i. e., when both the acoustic and
optical electron–phonon interactions are present in the Luttinger
liquid. For the sake of comparison, we plot the distribution
function for the electrons for four cases, namely, for μ¼ 1;
αac ¼ 0; αop ¼ 0; μ¼ 2; αac ¼ 0; αop ¼ 0; μ¼ 1; αac ¼ 2:2; αop ¼ 0;
and μ¼ 1; αac ¼ 2:2; αop ¼ 0:35: It is clear that like electron–
electron interaction, electron–phonon interactions also flatten the
distribution function, the optical phonons, of course, having a
larger effect than the acoustic phonons. It is also evident that the

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

k − kF ( Rydberg units )

μ = 0

μ=0.5

μ=1

μ=2

μ=3

n k

Fig. 2. (Color online) Momentum distribution function of electrons in a Luttinger
liquid for various values of the electron–electron interaction coefficient.
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nature of the residual Fermi surface of a FTL liquid is more or less
the same as that of the corresponding Luttinger liquid.

It is important to note that in the presence of electron-phonon
interactions, the distribution function has a rather long tail which
remains more or less unaffected by the coupling constants,
particularly for low-lying excitations. Thus the behaviour of the
distribution function of an FTL liquid is qualitatively different from
that of a Luttinger liquid above kF .

In conclusion, we have studied the momentum distribution
function for the electrons in a Luttinger liquid in the presence of
both electron–acoustic–phonon and electron–optical–phonon
interactions. Such a system can be referred to as an FTL liquid.
We have shown that in the case of a Luttinger liqud strong
Coulomb interactions destroy the residual Fermi surface comple-
tely. We find that in the case of an FTL liquid, the residual Fermi
surface is also destroyed by the electron–phonon interactions.
Furthermore, the optical phonon interaction is observed to have a
larger effect on the distribution function than the acoustic phonon
interaction. Interestingly enough, the distribution function has a
very long tail above kF in an FTL liquid, which is apparently
unaffected by the strengths of the electron–phonon interactions.
Thus the momentum distribution function an FTL liquid shows a
qualitatively different behaviour from that of a Luttinger liquid
above kF particularly for low-lying excitations. This will have
important consequences on the thermodynamic and other physi-
cal quantities that depend on averaging.
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A possible mechanism for the emergence of an
additional band gap due to a Ti–O–C bond in the
TiO2–graphene hybrid system for enhanced
photodegradation of methylene blue under visible
light†

Sima Umrao,‡a Shiju Abraham,‡abc Frank Theil,bc Shobhit Pandey,d Valerian Ciobota,b

P. K. Shukla,e Caroline J. Rupp,f Sudip Chakraborty,g Rajeev Ahuja,g Jürgen Popp,bc

Benjamin Dietzek*bc and Anchal Srivastava*a

Here we report the experimental and theoretical study of two TiO2–graphene oxide (TG) and TiO2–reduced

graphene oxide (TR) composites synthesized by a facile and ecological route, for enhanced visible light

(�470 nm) photocatalytic degradation of Methylene Blue (MB) (99% efficiency), with high rate constant

values (1800% over bare TiO2). TG couples TiO2 nanopowder with Graphene Oxide (GO) while TR

couples it with reduced graphene oxide (RGO). The present study, unlike previous reports, discusses

never-before-reported double absorption edges obtained for both TG (3.51 eV and 2.51 eV) and TR

(3.42 eV and 2.39 eV) composites, which represents the reason behind feasible visible light (2.56 eV)

induced photocatalysis. TiO2 domains in the composites dominate the higher band edge, while GO/RGO

domains explain the lower band edge. Formation of Ti–O–C bonds in both TG and TR drives the shifting

upwards of the valence band edge and reduction in band gap. Further, these bonds provide a conductive

pathway for charge carriers from TiO2 nanopowder to the degraded species via the GO/RGO matrix,

resulting in decreased charge carrier recombination in TiO2 and enhanced efficiency. To attest that the

developed theory is correct, density function theory (DFT) calculations were performed. DFT obtained

energetics and electronic structures support experimental findings by demonstrating the role of the

Ti–O–C bond, which results in double band edge phenomenon in composites. Finally, the mechanism

behind MB degradation is discussed comprehensively and the effect of the weight percent of GO/RGO

in the composite on the rate constant and photodegradation efficiency has been studied experimentally

and explained by developing analytical equations.

Introduction

Hazardous waste management of organic dyes like Methylene
Blue (MB), rhodamine B and crystal violet through photo-
degradation has remained a never-diminishing area of
research.1–3 Heterogeneous photocatalysts have a commendable
efficiency for degrading organic pollutants, and along this line,
TiO2 is one of the most exhaustively studied materials owing to
its excellent photo-functional properties, strong oxidizing
power, absence of toxicity, long term photo and chemical
stability, high refractive index and low production cost.1,4–7

Comprehensive reports showing photodegradation of MB via
the exclusive use of TiO2 are present, but it is well understood
that TiO2 alone fails to achieve high photocatalytic efficiency,
because of its compromised quantum efficiency, due to the
relatively fast recombination of electrons and holes, which
adversely affects the surface redox reaction.8 Furthermore, TiO2

is activated only by ultraviolet light (<385 nm), as its band gap
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lies in the UV light energy range, which constitutes only about
3–5% of the solar spectrum.9 Practically, this factor strongly
limits the use of solar spectrum light as a light source for
photocatalysis purposes. This limitation can be circumvented
by tailoring the absorption capacity of TiO2 in the visible range,
which constitutes about 50% of the energy of the whole solar
spectrum. The wide band gap of a TiO2 photocatalyst can be
modied to extend its photoresponse into the visible region for
degradation of organic dyes in several ways, including coupling
with noble metals,10–12 quantum dots,13,14 non-metal doped
semiconductors,6 carbon nanotubes (CNTs)15,16 and fullerenes.17

Further, reports attest that such composite formations,12,18–20

especially with carbon materials can inhibit the electron–hole
pair recombination, thereby enhancing the photocatalytic
performance of TiO2.15,21–23

Among the various carbon nanostructures, graphene and its
derivatives, GO and RGO have captured much attention, owing
to their modied optoelectronic properties, high surface area,
superior electron mobility, lower cost and easy chemical
modication to change surface properties, which is favorable
for composites fabrication.24–27 Therefore, the combination of
TiO2 and graphene is very promising as it simultaneously
possesses excellent absorptivity, transparency, conductivity and
permeability, which could assist effective photodegradation of
pollutants.

There are a number of reports showing the enhanced pho-
tocatalytic activity of composites of TiO2 nanoparticles with
graphene for the degradation of organic molecules and the
photocatalytic splitting of water under UV light.22,28–38 The
enhanced photocatalytic activity was attributed to the synergetic
effect between graphene and TiO2 nanoparticles, because gra-
phene acts as an excellent electron acceptor and transporter,
and the Ti–O–C bond opens up an easy path for charge transfer
which remarkably decreases the recombination of electron–
hole pairs.3 Although claiming good efficiency, many of these
reports are based on usage of un-ecological UV light and suffer
from slow kinetics (k value).28–30

Realizing the importance of efficient visible light photo-
degradation, there are a few reports which show the enhanced
photocatalytic activity of TiO2–GO/RGO composites under visible
light.39–42 The results and application aspects are well under-
stood in numerous articles for TiO2–graphene based compos-
ites; some of which attest the formation of Ti–O–C bonds in such
composites,43 but there are none which provide a clear expla-
nation for the mechanism behind the enhanced photocatalytic
effect. To do a meticulous study of the reasons behind the
successful visible light degradation of MB using such compos-
ites, we report two chemically bonded TiO2 nanopowder
composites, of which one couples TiO2 nanopowder with GO
and other with RGO using a facile synthesis route. Uniquely,
using FT-IR analysis, the existence of a Ti–O–C bond between
TiO2 and GO/RGO is conrmed. Because of such bond forma-
tions, never-before-discussed double absorption edges are
obtained for both TG (3.51 eV and 2.51 eV) and TR (3.42 eV and
2.39 eV) composites. The TiO2 domains dominate the higher end
of range, while the GO/RGO domains explain the lower end of
range. Again the effect of a Ti–O–C bond represents the reason

behind the depression of the higher value compared to that of
bare TiO2 (3.68 eV) and the increase of lower end of range
compared to pure GO/RGO (2.10 eV/1.83 eV). Two such absorp-
tion edges were earlier reported in the graphene-h-BN system.44

The existence of such double band edges in our composites is
the novel reason behind the possibility of photocatalytic degra-
dation upon irradiation with 470 nm visible light.

To provide support for our developed understanding, theo-
retical modeling of optical spectra based on density functional
theory (DFT) and utilizing the projector augmented wave
method (PAW) implemented in the VASP (Vienna ab initio
Simulation Package) program for the theoretical prediction of
the energetics and the electronic structure of the individual
systems GO, RGO and TiO2 along with the composites of GO
and RGO with TiO2 was performed. A comparable trend has
been found between the experimentally and theoretically
obtained optical responses, attesting to multiple absorption
edges being present in the composites, with a similar trend in
the band edge range when compared with bare TiO2 and GO/
RGO, while as expected only a single absorption edge is
obtained for TiO2, GO and RGO separately. Furthermore, the
DFT obtained structure conrms the presence of Ti–O–C bonds
in exact correspondence to the data obtained experimentally via
FT-IR, whose formation due to the bonding between the free
electrons on the surface of TiO2 with some unpaired p-elec-
trons, shis upward the valence band edge and reduces the
band gap. Simultaneously, in harmony with the experimental
results, better photo-efficiency in the case of TR than in the case
of TG is conrmed via theoretical modelling, owing to better
bond formation in case of modelled TR, compared to TG. This is
further supported by a greater band edge shi and an even
greater reduction in band gap as expected.

For a diligent study, the effect of the ratio of the two
components, weight percentages of GO/RGO in both TG and TR
composites have been studied. A photocatalytic investigation of
the degradation of MB using bare TiO2, TG composites (both
5 : 1 wt% (TG1) and 2 : 1 wt% (TG2)) and TR composites (both
5 : 1 wt% (TR1)and 2 : 1 wt% (TR2)) has been accomplished in
this work. The composites under normal visible light (470 nm)
show astonishing photodegradation efficiency in comparison to
bare TiO2 owing to the role of Ti–O–C bond formation as dis-
cussed above. Furthermore, the composites are signicant for
their high rate constants. The mechanism behind MB degra-
dation is discussed comprehensively and an analytical model to
explain the effect of the ratio of concentration of GO/RGO in the
composites on the rate constants has been developed.
Furthermore, our TR2 composite synthesized by the proposed
fast, facile, ecological and economical route, achieves an
astonishingly high MB degradation efficiency of 99% with an
1800% increase in the photocatalytic degradation rate constant
value compared to bare TiO2.

Experimental section
Materials

Titanium(IV) butoxide, (C16H36O4Ti, Sigma-Aldrich Chemicals
Pvt Limited, Germany, purity $97%), graphite akes (1–2 mm,
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NGS Naturgraphit GmbH, Germany), potassium permanganate
(KMnO4, $99.0%, Fluka), ethanol (CH3CH2OH, $98% Sigma-
Aldrich, Germany), ammonia solution, H2SO4, H3PO4, H2O2

and H6N2O were used.

Preparation of graphene oxide

GO was synthesized via an improved Hummers method.45

Briey, a 9 : 1 ratio of concentrated H2SO4/H3PO4 was added to
2 g of graphite akes and 12 g (76 mM) of KMnO4. The mixture
was isothermally stirred for 12 h at 50 �C. The mixture was
cooled to room temperature, and subsequently the reaction was
quenched by adding approximately 270 mL of ice with 2 mL of
30% H2O2. The obtained mixture was then ltered and centri-
fuged. The solid material was washed with distilled water, 30%
HCl and ethanol until a pH z 7 was attained and then dried at
80 �C in an oven. Finally the desired GO dispersion was
procured by continuous ultra-sonication for an hour.

Preparation of reduced graphene oxide

RGO was synthesized by reducing the above as-obtained GO
with the aid of hydrazine hydrate solution (H6N2O) as the
reducing agent.46 Briey, a 1000 mL (0.25 mg mL�1) solution of
as-synthesized GO in double-distilled (DD) water was kept
under ultra-sonication for an hour, to obtain a light-yellowish
homogeneous solution. 3.92 mL of ammonia solution (25%)
was added to the above-obtained GO solution to achieve a pHz
10. Thereaer, 700 mL of H6N2O was added and the solution was
kept under ultra-sonication at a temperature of 80 �C for three
hours, followed by magnetic stirring at 95 �C for 2 h. In the nal
step, the yellowish GO solution turned black upon reduction.
The solution was then ltered, followed by washing with DD
water and drying at 80 �C.

Preparation of TiO2 nanopowder

TiO2 nanopowder was prepared using a sol–gel method13

employed with slight modications. Typically, the solution A
was prepared by dissolving 17 mL of Ti(OBu)4 (50 mM) in 40 mL
of absolute ethanol. Solution B was obtained by mixing 3 mL of
concentrated HNO3, 35 mL of absolute ethanol and 15mL of de-
ionized water. The solution B was mildly stirred and subse-
quently added dropwise to solution A over a time span of 25
minutes. The obtained mixture was further stirred for 90
minutes and le untouched for 30 h. This resulted in light white
TiO2 gels, which were dried at 200 �C for 6 h. Ultimately the
obtained pale yellow nanopowder was used for subsequent
characterizations and photocatalytic measurements.

Preparation of composites

For the preparation of composites, 200 mg of TiO2 nanopowder
was well dispersed in 200 mL of ethanol (96%) by sonication for
an hour at �50 �C. Similarly, GO as well as RGO dispersions (1
mg mL�1) were prepared in ethanol (96%). The four combina-
tions of composite materials were prepared by mixing 50 mL of
TiO2 dispersion (1 mg mL�1) with 10 and 25 mL dispersions (1
mg mL�1) of GO as well as RGO. The composite solutions were

sonicated for an hour at �70 �C and then dried at 45 �C. The
solid materials thus obtained are abbreviated as TG1 (TiO2-
: GO ¼ 5 : 1 wt%); TG2 (TiO2 : GO ¼ 2 : 1 wt%); TR1 (TiO2-
: RGO ¼ 5 : 1 wt%) and TR2 (TiO2 : RGO ¼ 2 : 1 wt%).

Characterization

The morphologies of the as-synthesized samples were investi-
gated using scanning electron microscopy (SEM) on a JEOL –

Model JSM6300F-SEM instrument and transmission electron
microscopy (TEM) using a FEI – Tecnai-20 electron microscope.
The crystalline structures of GO, RGO, TiO2, TG and TR
composites were characterized by X-ray diffraction (XRD)
(diffractometer system-XPERT-PRO) using Cu-Ka1 radiation (l¼
1.5405980 Å). For Brunauer–Emmett–Teller (BET) measure-
ments, nitrogen adsorption–desorption isotherms were
measured at 77 K using the Autosorb 1-C instrument from
Quantachrome Instrument Corp., USA. Raman measurements
were performed on a micro-Raman setup (HR LabRam inverse
system, JobinYvon Horiba). The 532 nm line from a frequency
doubled Nd:YAG laser (Coherent Compass) was used as the
excitation wavelength. Fourier transform infrared spectra
(FTIR) of the samples were recorded using a Perkin Elmer
Spectrum 65 FT-IR spectrometer. Photoluminescence (PL)
spectra were measured on a uorescence spectrophotometer
(PerkinElmer) with an excitation wavelength of 300 nm. The EIS
measurements were carried out on a PARSTAT 2273
potentiostat/galvanostat (Advanced Measurement Technology
Inc., NPL, Delhi) by using three-electrode cells. The dye degra-
dation level was measured using a UV/Vis/NIR Spectropho-
tometer (JASCO-V-670, with PMT and PbS detectors).

Computational methodology

The electronic structure calculations of the model systems were
performed based on density functional theory.47,48 The projector
augmented wave method (PAW) implemented VASP (Vienna ab
initio Simulation Package) program49,50 was used throughout for
the theoretical prediction of the energetics and the electronic
structure. The Perdew–Burke–Ernzerhof (PBE) type of general-
ized gradient approximation (GGA) was employed as the
exchange–correlation functional51,52 for the structural optimi-
zation of the structures. It is worth mentioning here that the
generalized gradient approximation (GGA) tends to underesti-
mate the binding energies, while local density approximation
(LDA) tends to overestimate the binding energies. The Brillouin
zone was sampled by a 3 � 3 � 1 k-mesh using the Monkhorst-
Pack scheme and the optimal energy cutoff of 400 eV was used
for the individual systems of the GO, RGO and TiO2 surfaces,
while for the composite systems the gamma point was used. For
the surface calculations, we used a vacuum of 15 Å in the z
direction in order to avoid quenching of the wave functions for
all the isolated systems, and for the nanocomposites the
vacuum was 30 Å. A denser k-mesh was used to produce the
density of states, and the smearing width was 0.05 eV. All the
structures were optimized until the Hellman–Feynman forces
acting on them reduced to 0.005 eV Å�1. For the electronic
relaxation, the conjugate gradient algorithm was used.
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Photocatalytic activity test

All four composites were separately dispersed in absolute
ethanol (1 mg mL�1) by ultra-sonication. 10 ppm MB solution
was prepared by dissolving 10 mg of MB powder in 1000 mL of
distilled water. For the optimization of the individual compos-
ites, the catalytic measurements were carried out with three
different proportions of MB and catalyst (CAT). The combina-
tions of catalyst (TiO2), co-catalyst (GO or RGO) and distilled
water (DW) used in the work are as listed below:

P1: (MB solution in DW (10 mg/1000 mL) ¼ 2800 mL) + (CAT

solution in ethanol (1mg mL�1) ¼ 87.5 mL) + (DW ¼ 612.5 mL).

P2: (MB solution in DW (10 mg/1000 mL) ¼ 2800 mL) + (CAT

solution in ethanol (1mg mL�1) ¼ 175 mL) + (DW ¼ 525 mL).

P3: (MB solution in DW (10 mg/1000 mL) ¼ 2800 mL) + (CAT

solution in ethanol (1mg mL�1) ¼ 350 mL) + (DW ¼ 350 mL).

All three solutions were then irradiated (central wavelength
at 470 nm) under constant stirring using LED torches (power
�0.1 mW mm�2, Innotas Elektonik, GmbH Germany). UV-Vis
absorption spectroscopy was used to study the variation in the
absorption maximum of MB. Every hour the absorption
measurement was taken, and the catalytic degradation was
continued for ve hours.

Results and discussion
Structure and morphology of TiO2 and TiO2–GO/RGO
composites

We systematically investigated the quantitative effect of GO/
RGO on photocatalytic activity and band gap modication of
the as-synthesized composites. First, all samples were charac-
terized both structurally and spectroscopically. The XRD
patterns of GO, RGO, TiO2, TG, and TR are shown in Fig. S1 (see
ESI).† In the diffraction pattern of GO, the peak around 2q ¼
10.62� corresponds to the (001) reection (interlayer spacing of
0.83 nm), while the other peak at �24� having lower intensity
compared to the previous peak is due to short-range order in the
stacked graphene-like sheets with spacing of around 0.36 nm.
The diffraction peak of RGO at 24.04� corresponds to the (002)
reection, with a d-spacing of 0.37 nm. The XRD pattern of TiO2

nanopowder shows six distinct diffraction peaks at 20.78�,
25.1�, 30.39�, 37.94�, 48.21�, and 54.15�. These can be indexed
respectively as the (102), (101), (101), (004), (200), and (105)
planes of TiO2 (JCPDS no. 21-1272) having a fcc crystal struc-
ture. Among the above mentioned peaks, the small obtuse peak
around 30.39� corresponds to the rutile (R) phase, while the
other peaks denote the anatase (A) phase of TiO2. The diffrac-
tion peak at around 2q ¼ 20.78� corresponds to the (102)
reection for the Ti4O7 phase of titanium oxide (JCPDS no. 18-
1402). The presence of broad peaks and the absence of
unidentied peaks conrm the small size and high purity of the
prepared nanopowder. Notably, in the diffraction pattern of TG,
the sharp peak of GO becomes less intense, suggesting the

disruption of the GO layers due to formation of a partially
reduced GO structure and the formation of the composite
material itself. Furthermore, it can be found that the XRD
patterns of TG and TR show peaks which are similar to the
diffraction pattern of TiO2. This indicates that the anatase
phase is predominant in the composite samples. The XRD
pattern of TR exhibits clear peaks of pure TiO2, but the peak at
25� in TiO2 is broadened due to its superimposition with the
diffraction peak of RGO at 24.04�.

The morphologies of TiO2, TG and TR were characterized by
using TEM and SEM. Fig. 1(a–d) show the TEM images of TiO2

and TG, whereas Fig. 1(e and f) show the SEM images of TR.
From Fig. 1(a) it is clear that the TiO2 nanopowder consists of 2–
15 nm sized TiO2 particles. Furthermore, the higher-
magnication image (Fig. 1(b)) of the same sample delineates
several crystal planes of TiO2 nanopowder which are randomly
oriented across the particles. Fig. 1(c) shows the micrograph of
TG, where TiO2 nanopowder can clearly be seen uniformly
decorated on the surface of GO. Furthermore, the well resolved
adjacent image (Fig. 1(d)) depicts the crystal planes of TiO2

nanopowder on the GO surface. From the SEM images of TR

Fig. 1 (a) TEM images of TiO2 nanopowder; (b) HRTEM image of TiO2

nanopowder showing several crystal planes randomly oriented across
the particles; (c) TEM image of TG; (d) HRTEM image of TG showing
crystal planes. (e and f) SEM images of TR at different magnifications.
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(Fig. 1(e) and (f)) it can be seen that the TiO2 nanopowder is well
attached to the RGO surfaces. Thus, both TEM and SEM images
(Fig. 1(c and f)) attest to the intimate contact between the TiO2

nanopowder and the GO and RGO sheets, which probably
constitutes the basis for the electronic interactions between the
components.53 These results further reveal that GO and RGO
inhibit the aggregation of TiO2 nanopowder. The specic
surface area of TiO2 nanopowder was measured by Brunauer–
Emmett–Teller (BET) analysis, which showed the presence of a
high specic surface area of TiO2 nanopowder of around �250
m2 g�1, attesting to the inhibition of TiO2 agglomeration (see
ESI†). Additionally, the test also provided results for average
pore diameter, which in the present case came out to be 0.24
nm. The Raman investigation (See ESI, Fig. S2†) supported the
successful synthesis of GO, RGO, TiO2, TG and TR. Further-
more, Fourier transform infrared (FT-IR) spectra of the TiO2

nanopowder, TG and TR composites were measured to study
the different functional groups and chemical bonds present,
such as Ti–O–Ti vibrations and Ti–O–C vibrations in the system
(Fig. S3, See ESI†), which were further conrmed by DFT
calculations.

In order to study the formation of the chemical bonds Ti–O–
C and Ti–C aer loading TiO2 with GO and RGO, the interac-
tions between TiO2 and GO/RGO were also investigated by the
analysis of XPS results of TG and TR as shown in Fig. 2. The core
level O 1s XPS spectra of TG and TR are shown to prove the
existence of the Ti–O–C bond (Fig. 2(a and d)). The main peaks
centered at 529.08 and 530.09 eV correspond to Ti–O–Ti (lattice
O).54 The peaks with higher binding energy located at 530.02
and 530.89 eV are attributed to Ti–O–C for both TG and TR
respectively.54 The other peaks centered at 532.11 eV and 532.89
eV correspond to Ti–OH and C–O groups for TG.54 Furthermore,
in the case of TR, the peak centered at 531.65 eV was attributed

to the C–O groups. Fig. 2(c) shows the core level spectra of C 1s
for the TG hybrid with its peak positions observed at binding
energies of 284.18, 284.94 and 287.44 eV, corresponding to C–C,
C]O, and C–OH bonds, respectively.55 For the TR hybrid
(Fig. 2(f)), three peaks centered at 284.21, 285.27, and 287.10 eV
correspond to C–C in aromatic rings, C]O, and C–OH groups,
respectively.2 Additionally, in TR, another peak at 282.5 eV (Ti–
C) was observed, which could be because of the chemical
bonding between titanium and carbon.55 Fig. 2(b) and (e) show
the chemical states of the Ti(IV) species in TG and TR respec-
tively. The Ti 2p core levels can be deconvoluted to a doublet (Ti
2p3/2 and Ti 2p1/2), exhibiting a binding energy difference
(DEBE) of 5.61 and 5.71 eV for TG and TR respectively, which
indicates the presence of normal states of Ti(IV), and is consis-
tent with an earlier report.56 The binding of GO/RGO and TiO2

may be advantageous for the transport of electrons through the
TG and TR hybrids. However, the increase in (DEBE) of TR
reveals that the interaction between TiO2 and RGO is stronger
than between TiO2 and GO.

Modied optical band gap study

The UV-Vis absorption spectra and PL spectra of the TiO2, TG
and TR were measured in order to investigate the optical energy
gaps of the samples. Aer the addition of GO/RGO, the syner-
gistically interacting GO/RGO matrix modies the electronic
band gap structure of TiO2 and opens up an energy level
between the conduction and valence bands, as a consequence of
which the band gap energy of TiO2 is reduced, and an additional
band edge originates. This result was explained analytically and
supported by the similar double band edge structures obtained
for the composites through DFT calculations.

Fig. 2 XPS analysis. O 1s (a and d), C 1s (c and f) and Ti 2p (b and e) core level XPS spectra of TG and TR hybrids, respectively.
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Experimental study of the optical band gap

To determine the optical band gap, we plotted the modied
Kubelka–Munk function, i.e., [ahn] 1/2 (a is the absorption
coefficient, h is Planck’s constant, n is the light frequency) versus
the photon energy of the exciting light (hn). The absorption
spectrum of bare TiO2 (Fig. 3(a)) shows one absorption edge
corresponding to a band gap of 3.68 eV. The absorption spectra
of GO and RGO show a weak absorption band of about 2.10 eV
and 1.83 eV respectively (Fig. 3(b) and (c)). Uniquely, the
absorption spectra of TG and TR composites show double
absorption edges. For TG, the rst absorption edge corresponds
to an optical band gap of 3.51 eV, which must be driven by TiO2

domains in the composite. The value, as speculated, is less than
that of bare TiO2 (3.68 eV), signifying the effect of the synergistic
interaction of TiO2 and the underlying GO matrix on the TiO2

domains, caused by the Ti–O–C bond formation which was
conrmed from the FT-IR spectra. In the case of the TR
composites, this higher band edge value reduces to 3.42 eV,
owing to enhanced interactions between TiO2 and the RGO
matrix. This is attested to by the FT-IR analysis results, which
show improved Ti–O–C bond signals in the case of the TR
composites, in contrast to the case of the TG composites. The
second (lower) absorption edge is obtained at 2.51 eV and 2.39
eV for the TG and TR composites respectively. The prominent
driving force behind these absorption edges is the GO and RGO
domains in the case of the TG and TR composites, respectively.
Again as expected, the values of 2.51 eV (TG) and 2.39 eV (TR)
are greater than those of pure GO (2.10 eV) and RGO (1.83 eV),
which is a direct effect of TiO2 on the GO and RGOmatrices, via
Ti–O–C bond formation. Further, the quenching in the photo-
luminescence spectra of the TiO2 nanopowder aer the addi-
tion of GO and RGO supports the reduction in the active band

gap of TiO2 (see ESI, Fig. S4†). The above incisive explanation
for multiple band gaps observed in the TG and TR results
evinces the pioneering result of achieving the degradation of
MB under normal visible light. This validates these composites
as much better candidates, due to their better ecological prole
compared to earlier UV-light-based MB degradation using TiO2

composites.

Computational study of the optical band gap

In order to support the experimental results outlined above,
we calculated the optical spectra based on density functional
theory (DFT) for the individual systems GO, RGO and TiO2

along with the composite systems GO and RGO with TiO2

(Fig. 4 and 5). The anatase TiO2 surface, which is a tetragonal
crystal structure, was constructed with a slab size of 4 � 4 �
4, with an interlayer distance of 3.95 Å. The optical gap of any
system is directly related to the rst absorption peak of its
optical spectrum. Therefore, determining the optical
response is quite intuitive from the optical gap perspective.
The visible-light-driven photocatalytic activity of the
experimentally synthesized TiO2 nanopowder, TG and TR
composites were compared from the optical spectra analysis,
which is an consequence of the optical absorption gap of
these materials. The calculated optical spectra can be
compared to the UV-Vis spectra of experimentally synthe-
sized TiO2 nanopowder, GO, RGO and their respective
composites with TiO2 as depicted in Fig. 4 and 5. A similar
trend was found between the experimentally and theoreti-
cally obtained optical responses. The absorption peak
strength can also vary if one goes from an individual system
to the composite systems. We started calculating the
composites by introducing 3 Å distance between surface and

Fig. 3 (a) UV-Vis spectra of as-prepared TiO2 nanopowder, GO, RGO, TG and TR composites. The plot of the transformed Kubelka–Munk
function versus the energy of light for the calculation of Eg, (b)–(f) for as-synthesized TiO2, GO, RGO, TG and TR composites respectively.
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adsorbate. This distance was chosen to be between phys-
isorption and chemisorption binding. It was found that in
the relaxed structures, this distance decreased to 2.4 Å and
2.1 Å for the TG and TR systems, respectively, as the shortest
distance between adsorbate and surface. This leads to the
inference that RGO binds more with anatase TiO2 than GO
does, hence the charge transfer between the surface and the
adsorbate is more signicant in the case of TR than TG,
which is in agreement with experimental ndings. This
inuences the optical absorption peak for the nano-
composites as well. We can assume that the formation of the
Ti–O–C bond is due to the bonding between the free electrons
on the surface of TiO2 with some unpaired p-electrons, which
then shi upward the valence band edge and reduce the band
gap. Hence coinciding with the experimental ndings,

multiple absorption edges were found in the nanocomposites
of TG and TR, whereas the single absorption edge is observed
for the individual systems of TiO2, GO and RGO.

Enhanced photocatalytic activity

To study the effect of the wt% ratio of TiO2 : GO/RGO on both
the photodegradation efficiency of MB and the photocatalytic
rate constants, ve as-synthesized samples, abbreviated as bare
TiO2 nanopowder, TG1, TG2, TR1, TR2 (for details see Section
2.5) were analyzed for their photocatalytic behavior in ve equal
time intervals (each of 60 min), under visible light (470 nm)
irradiation. The observed change in normalized temporal
concentration (C/C0) of MB during photodegradation is
proportional to the normalized maximum absorbance (A/A0).

Fig. 4 Optimized structures and calculated imaginary dielectric functions (a.u.) as functions of energy for GO [(a) and (b), respectively], RGO [(c)
and (d), respectively] and TiO2 [(e) and (f), respectively]. The cyan, red and yellow balls represent the carbon, oxygen and titanium atoms,
respectively.
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Here initial concentration (C0) is regarded as the concentration
of MB aer adsorption equilibrium.

Fig. 6 illustrates the measured photodegradation perfor-
mance of different photocatalysts with varying concentration
under the same reaction conditions. Fig. 6(a) shows the
remaining percentage of MB in solution aer irradiation with
visible light, and Fig. 6(b) depicts the photodegradation
performance of MB with respect to time. It was found that the
composites, TG and TR, exhibit faster and better photo-
degradation capability than pure TiO2 nanopowder. Multiple
concentrations of TG1, TG2, TR1 and TR2 were studied for
photodegradation of MB (Fig. 6(c) and 6(d)). An increase in the
concentration of the TR composites in MB solution (P1, P2 and
P3) improves the photocatalytic activity, while decreased pho-
tocatalytic activity is observed upon increasing the concentra-
tion of the TG composite (P1 to P3); (For details see Section 2.8).
The TR2–P3 composite shows the highest photocatalytic activity
with an average degradation of MB of 98.72% within 300 min,
while with pure TiO2 nanopowder this value drops down to
36.84% and for GO or RGO, it is �38% for the same period of
time. Without the use of a catalyst, the concentration of MB
changes slightly both under exposed (around 5% during 300
min exposure) and dark (only 3%) conditions.

Fig. 7 summarizes the meticulous comparative analysis of
photodegradation efficiencies and rate constants of all four as-
synthesized TiO2 composites (TG1, TG2, TR1, TR2), with as-
synthesized bare TiO2 nanopowder and the previously repor-
ted26 TiO2–graphene composite for MB degradation, carbon

nanotubes/TiO2 nanotubes15 and M-fullerene/TiO2 for MO and
MB degradation respectively.17 Fig. 7 clearly shows that the k
value and photodegradation efficiency of our synthesized
composites is high in comparison to previously reported TiO2–

graphene composites even though they have used UV light
which has a higher energy than visible light. For determining
the rate constant, the degradation of dye could be assigned to a
pseudo-rst-order kinetics reaction by a linear plot with a
simplied Langmuir–Hinshelwood model when C0 is low.57

That is,

ln(C0/C) ¼ kt

where k is the apparent rst-order rate constant.
Clearly both TG (TG1 and TG2) and TR (TR1 and TR2)

composites surpass bare TiO2 in terms of efficiency and rate
constant. For the TR2 composite, the highest k value is 0.0621
min�1 (with efficiency �99%) and for the TG2 composite it is
0.0236 min�1 (with efficiency�76%), which is about 1780% and
614% higher than that of bare TiO2 (36% efficiency with k value
0.0033 min�1). Clearly both TR1/TG1 have lower rate constant
values compared to TR2/TG2 respectively, attesting to the
enhanced effect of decreasing wt% TiO2 in both composites on
the rate constant. In contrast, the effect of decreased wt% TiO2

in composites on photodegradation efficiency, is the opposite
for TG (a decrease), than in the case of TR (an increase). A
detailed analytical model explaining the probable reasons
behind such dependence of rate constant and

Fig. 5 Optimized structure (a) and calculated imaginary dielectric function (a.u.) as a function of energy (b) for GO + TiO2 heterojunction.
Optimized structure (c) and calculated imaginary dielectric function (a.u.) as a function of energy (d) for RGO + TiO2 heterojunction. The cyan,
red and yellow balls represent the carbon, oxygen and titanium atoms, respectively.
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photodegradation efficiency on the wt% of GO/RGO in TG and
TR composites has been provided in the ESI.†

Mechanism of enhanced photodegradation efficiency

The schematic (Fig. 8(a)) illustrates the mechanism of charge
transfer from TiO2 to GO and RGO via the interfaces supported
by Ti–O–C bonds, which give a path for the charge transfer from
TiO2 to the GO/RGO matrix and hinder the recombination of
electron–hole pairs. Aer irradiation with visible light, photo-
excitation in TiO2 occurs from O-2p orbital on the valance band
(VB) to the Ti-3d orbital on the conduction band (CB), gener-
ating holes at the O-2p state with a very high redox potential.58

Due to the high redox potential of the holes, hydroxyl radicals
(cOH) are produced from water, having the potential to degrade
the organic pollutants. The photo-generated electrons in the TG
or TR photocatalyst can now easily migrate from the inner
region to the surface and react with adsorbed O2 on the surface,
resulting in generation of radicals such as O2c

�, thereby
increasing the overall efficiency. The reaction mechanism
behind the degradation of MB by the TR composite (also valid

for TG composite by replacing RGO with GO) can be expressed
as follows:

TiO2–RGO + hn / TiO2 (e
�) � RGO + TiO2 (h

+) � RGO

TiO2 (e
�) � RGO / TiO2 – RGO (e�)

RGO (e�) + O2 / RGO + O2c
�

TiO2 (h
+) + H2O / H+ + OHc

O2c
� + OHc + MB / Degradation of MB

The enhancement of charge carrier separation clearly results
in an increased concentration of more reactive oxidizing species
(such as OHc, O2c

�), which enhances the photodegradation of
MB.25 The typical electrochemical impedance spectra (Fig. 8(b))
of ITO, TiO2, TG and TR clearly attest to enhanced photo-
catalytic degradation in TG and TR. Here the impedance spectra
in the frequency range varying from 0.01 Hz to 10 kHz were
recorded in the three electrode conguration using the catalytic
materials as the working electrode, Ag/AgCl as the reference

Fig. 6 The bar plot showing the remaining MB in solution after the irradiation with visible light (470 nm) over the as-synthesized TiO2 nano-
powder, GO, RGO, TG and TR composites (a), in liquid phase maximum photocatalytic degradation of MB under visible light (470 nm) over TiO2,
GO, RGO, TG and TR composites (b), photodegardation of MB over TG (5 : 1) and TR (5 : 1) (c) and photodegradation of MB over TG (2 : 1)and TR
(2 : 1) (d) under visible light.
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electrode, platinum as the counter electrode and PBS solution
(pH 7) containing 5 mM [Fe(CN)6]

3�/4� as the electrolyte. A
single semicircle at the high frequency region and a straight line
at the low frequency region indicate amixed charge transfer and
charge diffusion process.59 It is observed that, with the intro-
duction of GO/RGO into TiO2, though in small amounts, the
span of the semicircle is reduced, which indicates a decrease in
both the solid state interface layer resistance and the charge
transfer resistance (Rct) on the surface. The Rct values of the TG/
TR electrodes were much smaller than that of the TiO2 elec-
trode, which illustrates that TG/TR lead to a much lower charge
transport resistance and a much higher separation efficiency of
electrons and holes, both together resulting in enhanced pho-
tocatalytic degradation of MB.

Conclusions

Distilling the above work, we developed two classes of chemi-
cally bonded TiO2–GO/RGO hybrids with different weight-
percent-ratios using a facile, economic, ecological and fast
route, exhibiting high photocatalytic activities (for TR2 – 99%)
and high rate constant values (for TR2 – 1900% more than bare
TiO2) under visible light. FT-IR analysis conrms the formation
of Ti–O–C bonds in both the TR and TG composites, resulting in
the emergence of new a optical band edge in both TG (3.51 eV
and 2.51 eV) and TR (3.42 eV and 2.39 eV) composites.
Complementary DFT calculations again conrm, both a similar
trend of double band edges for composites and the existence of
Ti–O–C bonds, which shi upwards the valence band edge and
reduce the band gap. Furthermore, these bonds provide a

Fig. 7 Comparative study of rate constants (k) and photodegradation efficiencies of TG and TR composites (present work) vs. bare TiO2 (present
work)/previously reported TiO2–graphene composites, CNT-TiO2 composites and Pd-fullerene TiO2 hybrids for photocatalytic degradation of
methylene blue.

Fig. 8 (a) Schematic illustration of the enhanced photocatalytic activity of TR composites for the photodegradation of MB under visible light
irradiation. (b) EIS changes of TiO2, TG and TR electrodes. The EIS measurements were performed in the presence of a PBS solution (pH 7)
containing 5 mM [Fe(CN)6]

3�/4�.
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conductive pathway for charge carriers, inhibiting their
recombination in TiO2 (conrmed by EIS and PL spectra),
resulting in enhanced efficiency compared to bare TiO2. Greater
narrowing of the band gap and better conductivity in the case of
TR is observed compared to TG. Also, theoretically better
binding of RGOwith anatase TiO2, than of GO with anatase TiO2

is observed. The consequence is a better photocatalytic
response of TR compared to TG composites.
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A B S T R A C T

The present work reports a comparative surface enhanced Raman scattering (SERS) study of nanohybrids of
spatially isolated gold nanoparticles (Au NPs) with different carbon nanostructures (CNS). For a meticulous
comparative analysis, different CNS covering from zero dimensional to three dimensions were used. SERS ac-
tivities of developed nanohybrids platforms were evaluated with a Raman marker i.e. Mercaptobenzoic acid (4-
MBA, 1 μM). Synergistic Raman signal enhancement from each Au NP (electromagnetic enhancement) and
underlying CNS matrix (chemical enhancement) was observed in nanohybrid enabling detection of very small
concentration of 4-MBA i.e. 1 μM convincingly. Among the different underlying matrix, GQDs-Au NPs based
SERS platform have shown highest SERS enhancement by a factor of 107, followed by GO-Au NPs combination
(∼ 3×106) and others. Enhanced SERS activity of GQDs -Au NPs -4-MBA nanohybrid platform is attributed to
the D and G bands of GQDs, overpowering the strong fluorescent background of GQDs alone. Reported nano-
hybrids; specially GQDs-Au NPs offers numerous possibilities to be used as sensitive and reproducible SERS
platform for the detection of other biologically/chemically important analytes, showing potential for standar-
dization in near future.

1. Introduction

Beside its numerous usefulness in analytics, traditional Raman
spectroscopy (RS) is limited for detecting low concentrations of target
analytes with weak vibrational bands due to lower scattering cross-
section [1–3]. To overcome such limitation, Resonant Raman spectro-
scopy (RRS) [1] and Surface-Enhanced Raman Spectroscopy (SERS)
[4–10] have been explored in last few decades. However, RRS suffers
with a drawback of the simultaneous increase in the fluorescence
background as the excitation coincides with the absorption [11]. On the
other hand SERS is both surface selective and highly sensitive tech-
nique, which offers higher magnitude of increased intensity (108-1014),
suppresses the fluorescence signal while selectively enhancing the
Raman signal, producing chemical fingerprint with sensitivity enough
to enable single-molecule detection [12,13]. Electromagnetic en-
hancement (EE) and chemical enhancement (CE) are two well accepted
mechanisms that explain the SERS activity. Surface plasmon resonance

effect of plasmonic nanostructures are the chief contributor to the EE
[4,14] while CE is based on the charge transfer between a nanomaterial
and adsorbed analytes [15]. And the combination of both EE and CE
resulted to ∼1014 times enhancement in SERS signal.

In last few years, nanostructures of certain metals like gold (Au) and
silver (Ag) with their roughened surfaces have shown interesting SERS
activities attributed to the enhanced surface plasmons resonance on
excitation [16,17]. In most of the SERS studies, gold nanoparticles (Au
NPs) have been used as a popular SERS substrate and it is due to their
certain beautiful properties like long term stability, better control over
size and shape and biocompatibility [18,19]. However, the SERS po-
tentials of Au NPs have not been fully exploited in previous studies due
to less control on particles orientation and aggregations while fabri-
cating their SERS substrates. Some well-known techniques like elec-
trochemical routes, vacuum evaporation and nano-lithography were
employed to overcome above mentioned challenges for fabrication of
Au NPs based SERS platform. But these techniques are costly and
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tedious in operation. Therefore, some alternate strategies for making
efficient Au NPs based SERS substrates are highly required. In recent
years, carbon nanomaterials have been used as a unique support matrix
for manipulation of plasmonic properties of metallic nanoparticles,
which have been used in several applications ranging from light-emit-
ting devices [20], to data storage [21] and in bio-sensing [22,23].
Adding to this, monolayer single-crystalline graphene grown by CVD
method was reported as a flexible and transparent substrate for SERS
[24]. Apart from the suitability as a supportive matrix [25], the com-
bination of unique properties of carbon nanomaterials with metallic
nanoparticles, not only provide a synergy of CE and EE, but also offers
several exciting future applications, which is not possible individually.
An relevant example is the application of Ag-SiO2-CNT based nano-
porous freestanding SERS substrate for detection of trinitrotoluene
[26]. Several recent studies have demonstrated the SERS potential of
different carbon nanostructures with metal nanoparticles [27–32]. Most
importantly, carbon nanomaterials have shown their unique ability to
provide the ultimate dielectric spacer which is very crucial for high
optical field-enhancements in plasmonics, arises due to sub-nanometer
gaps among metallic nanostructures [33,34]. With this background
information, the SERS study of these metallic nanoparticles becomes
more important in their spatially isolated state. And it is believed that
carbon nanostructures will not only work as an efficient support matrix
for spatial isolation of Au NPs, but also contribute significantly in SERS
signal enhancement via CE. With this motivation, the current study is
aimed to explore the SERS activities of spatially isolated Au NPs on
different carbon nanostructures i. e. covering zero dimensional (0D)
graphene quantum dots (GQDs), 1D carbon nanotube (CNTs), 2D gra-
phene oxide (GO) and reduced graphene Oxide (RGO), and 3D gra-
phene hydrogels (GHs). Thus to compare the dimensionality effect of on
spatial distribution, hence SERS activities of Au NPs, different carbon
nanostructures have been used for the study.

2. Material and methods

2.1. Materials

Graphite flakes (NGS Naturgraphit GmbH, Germany), tetra-
chloroauric acid (HAuCl4), polyvinylpyrrolidone (PVP), 4-MBA, 5,5′-
Dithiobis (2-nitrobenzoic acid) (DTNB), H2SO4, H3PO4, KMnO4, H2O2,
hydrazine hydrate, ferrocene, xylene, ammonia solution, ethanol, etc.
used were of technical grade and were procured from Sigma-Aldrich.

2.2. Synthesis of different carbon nanostructures and PVP stabilized gold
nanoparticles

The synthesis procedures for all the CNS base materials and the PVP
stabilized gold nanoparticles were elaborated in detail in the supporting
information (SI).

2.3. Preparation of CNS-Au NPs composites

All CNS materials used except GQDs were taken at a concentration
of 2mg/mL in DW in separate vials. 2 mL of GQDs solution taken in
another vial. All these six dispersions were sonicated for 30min to make
a homogeneous dispersion. From the well dispersed CNS solution,
700 μL taken out in a 2mL eppendorf and added 300 μL of diluted
spherical Au NPs of∼ 50 nm size. This was further sonicated for 10min
and kept in a vibrating stand until the thin film for SERS is made on
silicon.

2.4. Fabrication of CNS-Au NPs nanohybrid SERS platform and
immobilization of Raman marker

Pre-cleaned silicon (Si) of 5× 5mm dimension were used for fab-
rication of SERS platform. A 10 μL of hybrid solution was spin coated at

1000 rpm to get a uniform nanohybrid films over entire substrate.
These substrates were dried at 70 °C for 30min. Several optimization
experiments were carried out before developing a uniform SERS plat-
form. 5 μL of 4-MBA (1 μM Raman marker) was added on to the de-
veloped platform and incubated for overnight at RT and further used for
the SERS study. Here, Si substrate is used to spin coat the material
rather than SiO2/Si substrate in order to reduce the interference-en-
hanced Raman scattering (IERS) effect which usually arises from Si
substrate with metal oxide layer of specific thickness.

2.5. Characterization of the materials

The structural characterization of CNTs, GO, RGO and GHs were
carried out by X-ray diffraction (XRD) technique (Rigaku miniflex-II
diffractometer at 30 kV, 15mA). The wavelength of Cu-Kα1 radiation of
λ=1.5405 Å was used for obtaining the XRD pattern. TEM char-
acterization of CNS and CNS-Au NPs nanohybrid were carried out by
using a Zeiss EM 902 instrument. The Raman and SERS measurements
were conducted with a confocal Raman microscope (WITec Alpha
300R, 30 cm focal length and 600 grooves per mm grating spectro-
meter) equipped with an EM-CCD. A 632.8 nm line from a He-Ne laser
was focused onto the sample using a 40x objective (Olympus) with a
numerical aperture of 0.6 (5mW laser power at the sample; laser spot
diameter ∼1.286 μm). For the Raman mapping, an area of
100× 100 μm is scanned with an interval of 2 μm with an integration
time of 1 s. Raman mapping data were processed by the WITecProject
software and the graphs were plotted by Origin software. The intensity
scale bar in the Raman mapping images are in the unit of CCD cts.

3. Results and discussion

3.1. XRD studies of the CNS base materials

The XRD pattern of the as-synthesized CNS base materials except
GQDs, namely CNTs, GO, RGO and GHs are presented in Fig. S1
(Supporting Information). The XRD peak observed at ∼25.9° (Fig. S1a)
corresponds to the characteristic peak of CNTs (002). GO shows a
strong diffraction peak at ∼ 11° (Fig. S1b), which corresponds to the
(002) reflection plane with an interlayer spacing of ∼8.0 A° [35].
Further the weak and broad band around 42° in GO corresponding to
the (100) reflection and is due to the turbo static band of disordered
carbon material. The most prominent diffraction peak of RGO is ob-
served at ∼24. 5° (002) attesting the characteristic band of RGO (Fig.
S1c) with an interlayer spacing of ∼3.4 A°. This value matches with the
well-known XRD peak of RGO [36]. Fig. S1 (d) shows the diffraction
pattern of GHs with a peak centered at ∼25.7° (002). The XRD profile
of GHs matches with that of the earlier report [37].

3.2. Transmission electron microscopy (TEM) studies

The Fig. 1 is a representative TEM micrograph of Au NPs, GQDs,
CNTs and their nanohybrid which were used for the SERS study. In
Fig. 1(a), a uniform distribution of PVP stabilized Au NPs is seen. The
size of the particles was measured to be ∼ 50 nm. In Fig. 1(b), an
isolated Au NP is shown which were achieved through the dilution of
Au NPs stock solution. Fig. 1(c) showed the TEM images of homo-
geneously packed and well separated GQDs with lateral size ∼10 nm
(height profile ranging from ∼1–5 nm: from AFM topography in Fig. S3
of Supporting Information). The nanohybrid of GQDs-Au NPs as shown
in Fig. 1(d) is an indication of very unique phenomenon took place
during the synthesis of this nanohybrid. In close observation, it was
noticed that each Au NP is surrounded by several GQDs because the size
of GQDs are much smaller than the Au NPs. Fig. 1(e) showed the well
separated CNTs. Here the individual CNTs are of approximately 30 nm
in diameter and in micrometers in length. Further, these CNTs are of
quite good in its homogeneity and are almost free from impurities. In
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the TEM image of CNTs-Au NPs nanohybrid (Fig. 1f), well decorated
monomers of Au NPs on the CNTs surfaces are seen with quite large
separation and some of the CNTs were aligned themselves to form
bundles of CNTs.

Fig. 2(a) shows the TEM image of GO sheets which are multilayer in
nature with lateral dimensions of several hundreds of nm. The TEM
micrograph of GO-Au NPs nanohybrid is shown in Fig. 2(b) clearly
indicate the decoration of isolated Au NP (encircled with yellow circle)
on a nearly 2×2 μm area of GO. The optimized concentration of Au
NPs and their stabilization with PVP results in their spatial isolation on
the CNS matrix. PVP is an important stabilizing agent which help in
spatial isolation of Au NPs without sacrificing the required SERS
properties. Fig. 2 (c) shows the TEM image of RGO sheets where it

appeared to be single or bilayer in its nature. In TEM micrograph of
RGO-Au NPs nanohybrid as shown in the Fig. 2(d), the decoration of
few isolated Au NPs (monomers) on the RGO surfaces were observed
similar to GO-Au NPs. Fig. 2(e) represent the TEM image of GHs with
wrinkles, folding and pores, etc. Characteristics features of 3D hydro-
gels made up of graphene sheets make it like a 3D graphene network,
which can be observed from the figure. In the TEM micrograph of GHs-
Au NPs shown in Fig. 2(f), the Au NPs are distinctly attached to the GHs
network through the cavities, holes, folding and so on, ie. a better
physical binding capability of the 3D network is clearly visible in the
same fig. Further the isolation of Au NPs on GHs can be observed
through this micrograph.

Fig. 1. TEM Image of (a) Au NPs, stabilized through PVP with an average size of∼50 nm (b) Single Au NP isolated on the same scale through dilution, (c) GQDs, with
an approximate diameter of 10 nm, (d) GQDs-Au NPs, where a single Au NP is surrounded by few GQDs; (e) CNTs, with an outer diameter ∼30 nm; (f) CNTs-Au NPs,
where Au NPs are distributed on the CNTs surfaces in isolated regions.
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3.3. Raman spectroscopy studies

Many sets of Raman measurements were done on the developed
nanohybrid SERS platforms to evaluate their SERS activities altogether
in similar experimental condition and parameters. Fig. 3(a) shows the
Raman spectrum of all the five CNS base materials (on Si-substrate)
used in the present investigation. All CNS materials except GQDs
showed the characteristic D and G bands centered around 1340 cm−1

and 1580 cm−1 respectively. In case of GQDs, which showed a broad
curve over the entire region owing to its high fluorescing nature,

thereby hiding the characteristic bands. A broad nature of D-band
(disorder band) is observed in these samples, especially for both GO and
RGO; owing to the presence of different oxygen functional groups and
combined sp2 - sp3 hybridization. Here, the observed Raman intensity
(in arbitrary units) is least for CNTs (∼250 a.u) and most for GO
(∼1750 a. u.). Raman spectrum of CNS-Au NPs nanohybrid is shown in
Fig. 3(b). A clear enhancement in the Raman intensity (both for D-band
and G-band) for all nanohybrid is observed. While on decoration; in
case of CNTs, the Raman intensity increased from ∼250 to ∼750 and
for GO it was ∼1750 to ∼4000 a. u. However, the fluorescence noise

Fig. 2. TEM Images of (a) Few layer GO, (b) GO-Au NPs, where Au NPs distributed distinctly in isolated positions (c) Few layered RGO sheet with a long lateral
uniformity, (d) RGO-Au NPs, where individual Au NPs can be easily distinguishable (encircled); (e) GHs, with graphene network is grown in 3-D direction (f) GHs-Au
NPs, where Au NPs (encircled) are distributed on and inside the GHs in isolated regions.
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level reduced dramatically in case of GQDs-Au NPs nanohybrid com-
paring to the bare GQDs. In Fig. 3(c), Raman spectrum of CNS with
Raman marker i.e. 4-MBA (1 μM) is presented. With Raman marker, G
band for all CNS (except GQDs) become sharper due to the prominent
Raman peak of 4-MBA centered at ∼1585 cm-1 {v (CC)ring stretching},
which is coinciding on the same position. With Raman marker, an en-
hancement in Raman intensity for D band was also noticed for all CNS
(except GQDs) as the coinciding band of Raman marker around 1350
cm−1 {νs (COO-)} is presented on the same position as that of D band.
These enhancements in the G and D band may attributed to the che-
mical enhancement (CM) originated from the parent CNS moiety.
Fig. 3(d) denotes the Raman spectra of 4-MBA (1M) on Si-substrate as a
control where all characteristic bands of 4-MBA can be seen with much
reduced Raman intensity.

Fig. 4 is a schematic illustration of the proposed study. In part (a) of
schematic, molecular structure (C7H6O2S) of 4-MBA is shown while in
part (b) is the tabular form of the prominent Raman bands of 4-MBA.
Part (c) represents the reported Raman spectra of 4-MBA at varying
concentration [38]. Part (d) is showing the main SERS strategy adopted
in this study. Part (e) is the enhanced Raman spectrum of 4-MBA of 10-6

M concentration with and without CNS-Au NPs SERS substrate.

3.4. Surface enhanced Raman spectroscopy (SERS) studies

The Raman mapping for an area of 100× 100 μM and corre-
sponding SERS results of GQDs-Au NPs-4-MBA and CNTs-Au NPs-4-
MBA are shown in Fig. 5. Fig. 5(a) shows the Raman mapping image of
GQDs-Au NPs-4-MBA, where the Raman band color profile of 4-MBA
centered at 1070 cm−1 is presented and the profile is distributed
throughout the area in a diffused manner. As the GQDs size (∼10 nm) is
not as much of the Au NPs (∼50 nm) used here, it will be difficult to
decorate Au NPs on the GQDs surfaces, rather an opposite manner of
decoration (GQDs on Au NPs) or composite formation of GQDs-Au NPs

has been taken place. Hence a diffused Raman mapping image is seen in
the Fig. 5(a). The Raman spectrum of different regions of GQDs-Au NPs
SERS platform with -4-MBA is shown in Fig. 5(b). A significant Raman
signal enhancement (for mapped regions 3–6) is observed in prominent
bands of 4-MBA at 1585, 1350, 1175, and 1070 cm-1 corresponding to v
(CC)ring stretching, νs(COO-), δ(CH), v(CC)ring, respectively which are
quite distinguishable from each other. As shown by Hsieh et.al. [38],
the prominent peaks of 4-MBA can be obtained with high concentration
of 4-MBA i.e. (10-3–10-4 M). However, in our study, the reported SERS
nanohybrid platforms can precisely detect even 1 μM of 4-MBA with
readable signals (Fig. 5). Yet another interesting thing observed was the
appearance of both D and G bands in GQDs-Au NPs along with the
peaks of 4-MBA. The D and G band were not distinguishable in case of
the pure GQDs or GQDs-4-MBA {Fig. 3(a) and (c)} due to strong
fluorescence background of GQDs which is masked by the presence of
Au NPs.

Raman mapping image and SERS activity CNTs-Au NPs-4-MBA is
shown in Fig. 5(c) & (d). In Fig. 5(c), an intense and localized red,
yellow and green colored regions are seen, which are directly related to
the intensity of Raman signal with an increasing intensity from violet to
red. The one dimensionality of CNTs with a diameter of ∼ 30 nm limits
the degrees of freedom of Au NPs stability on their surfaces, leading to a
disproportionate anchorage of Au NPs. The corresponding Raman
spectrum (of selected six points) is shown in Fig. 5(d). Interestingly it
was noticed that, in case of CNTs-Au NPs nanohybrid, both D and G-
bands are almost disappeared (characteristics bands of CNTs) and in the
same time, the appearance of two intense and sharp bands of 4-MBA
located at 1585 cm−1 and 1070 cm−1. Another low intensity peak of 4-
MBA centered at ∼1175 cm−1 is also seen in the spectrum corre-
sponding to 4, 5 and 6 regions in the mapping, probably due to the
chemical enhancement caused by the CNTs. Moreover, disproportionate
anchorage of Au NPs on CNTs surfaces hinders the synergism between
the electromagnetic enhancement (EM, due to Au NPs) and chemical

Fig. 3. Raman spectra of (a) all the five CNS base materials on Si-substrate; (b) CNS-Au NPs nanohyrid on Si-substrate; (c) CNS base materials with 4-MBA (5 μL, 1
μM) Raman marker on Si-substrate; (d) 4-MBA (1M) immobilized on Si-substrate.
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enhancement (CM, due to underlying CNTs networks).
Fig. 6 represents the Raman mapping image and corresponding

SERS spectra of GO-Au NPs-4-MBA and RGO-Au NPs-4-MBA. The well-
defined colored regions (in Fig. 6(a)) from violet to red is a direct in-
dication of the presence of 4-MBA. Obviously, the center part of the
substrate is relatively occupied with violet and blue color indicating its
more GO nature rather than GO-Au NPs. High intensity (red color)
region clearly indicates the probable places of isolated Au NPs over CNS
matrix presented, leading to a synergism between electromagnetic en-
hancement (due to Au NPs) and chemical enhancement (from the un-
derlying CNS matrix). These findings were supported by corresponding

Raman spectra of the six different region defined {violet to red,
Fig. 6(b)} in the image. From cyan to red color region (marked 3 to 6),
the Raman spectra peaks of 4-MBA located at ∼1585, 1175, 1070 and
1340 cm−1 are well defined even for such a low concentration of
Raman reporter molecule. In addition, a weak D and G-band can also be
noticed on the same spectrum from the GO matrix. But in region 1 and 2
(violet and blue), the D and G-band are more prominent due to the
enhancement from the CNS base material alone, pointing towards a
distinct anchorage of Au NPs on the GO matrix. Similar Raman mapping
results were obtained for 4-MBA using the same concentration and
conditions using RGO-Au NPs SERS substrate {Fig. 6(c)}. Mapping of

Fig. 4. Schematic illustration of (a) the molecular structure of 4-MBA, (b) the table indicating the Raman bands of 4-MBA; (c) reported Raman spectra of 4-MBA at
varying concentration; (d) the SERS system using the laser beam of 632.8 nm with ∼5 mw of laser power at the sample and (e) enhanced Raman spectrum of 4-MBA
at 10−6 M concentration with and without CNS-Au NPs SERS substrate.

S. Abraham et al. Sensors & Actuators: B. Chemical 273 (2018) 455–465

460



Raman marker is more pronounced, which can be visualized through
the red regions in the image and corresponding Raman spectra of dif-
ferent points is represented in Fig. 6(d). A more distinct characteristics
peaks of 4-MBA were observed throughout the region 2 to 5 in the
spectra. Thus, not only GQDs-Au NPs hybrid but, both GO-Au NPs and
RGO-Au NPs nanohybrid have shown good SERS performances as they
can also detect 1 μM of 4-MBA. And it is due a synergism between
electromagnetic (due to Au NPs) and chemical enhancement (due GO
and RGO network) in these nanohybrid.

Fig. 7(a) demonstrate the Raman mapping image of the GHs-Au
NPs-4-MBA. In this mapping, the signature of 4-MBA is seen at the
edges and corners of the scanned area. The central part of the scanned
area (violet region) is more occupied with the low profile 4-MBA re-
gions and it is a representation of the GHs-4-MBA rather than GHs-Au
NPs-4-MBA. The corresponding Raman spectra of six different regions
selected in the scanned area are shown in Fig. 7(b). In this spectra, the
prominent bands of 4-MBA can be seen throughout the regions 2 to 6
and the spectra are almost free from various noise disturbances. Hence,
3D GHs-Au NPs do exhibit a good SERS activity for the detection 4-MBA
at low concentration (1 μM).

Fig. 8(a) shows a comparative SERS spectrum of all CNS-Au NPs
nanohybrid platforms tested against 1 μM of 4-MBA. From this spectra
GQDs-Au NPs have shown maximum SERS intensity for 4-MBA and it

measured to be ∼2500 a. u. (taking the v(CC)ring mode as an example).
The enhancement factor (EF) is a parameter to quantify the en-

hancement ability of the SERS substrate in which each individual mo-
lecule that is absorbed on the substrate. Considering the equation from
the literature for calculating the enhancement factor (EF) [39];

EF= (ISERS/Ibulk)× (Nbulk/NSERS) (1)

here, ISERS and Ibulk are the Raman intensity attained from the SERS
substrate and the bulk 4-MBA (here it is taken 1M). Whereas NSERS and
Nbulk represent the number of 4-MBA molecules contributed for the
SERS signal and the number of molecules contributed for the Raman
signal respectively in the proximity of the Raman laser spot.

NSERS and Nbulk were calculated using different parameters such as
Avogadro's number (6.022×1023), area of the Si wafer used for fab-
ricating the SERS substrate (2.5× 10−5 m2), concentration of the
Raman marker used (1M for bulk Raman and 1 μM for SERS) and ra-
dius of the laser spot (∼643.5 nm). Ibulk measured was 250 (a. u.) and
ISERS obtained were ∼2500 (a. u.) for GQDs-Au NPs-4-MBA, ∼750 (a.
u.) for GO-Au NPs-4-MBA, ∼400 (a. u.) for RGO-Au NPs-4-MBA and
GHs-Au NPs-4-MBA and ∼100 (a. u.) for CNTs-Au NPs-4-MBA based
SERS substrate.

So, applying the values to equation (1) gives the maximum EF for
GQDs-Au NPs substrate with an enhancement factor of 107. We

Fig. 5. Raman mapping and SERS spectra for the 0 and 1D CNS-Au NPs-4-MBA SERS substrate; (a) Raman mapping image of GQDs-Au NPs-4-MBA on Si-substrate
where six points are marked for corresponding SERS spectra; (b) Corresponding six point’s SERS spectra of GQDs-Au NPs-4-MBA;(c) Raman mapping image of CNTs-
Au NPs-4-MBA on Si-substrate; (b) Corresponding six point’s SERS spectra of CNTs-Au NPs-4-MBA.
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Fig. 6. Raman mapping image and SERS spectra for the 2D CNS-Au NPs-4-MBA substrate of GO-Au NPs-4-MBA and RGO-Au NPs-4-MBA. (a) Raman mapping image
of GO-Au NPs-4-MBA on Si-substrate where six points are marked according to different intensity color code; (b) Corresponding six point’s SERS spectra. (c)The
Raman mapping image RGO-Au NPs-4-MBA on Si-substrate, (d) SERS spectra of RGO-Au NPs-4-MBA.

Fig. 7. Raman mapping image of and SERS spectra for the 3D CNS substrate of GHs-Au NPs-4-MBA. (a) Raman mapping image of GHs-Au NPs-4-MBA on Si-substrate
where six points are marked for measuring the SERS spectra; (b) Corresponding six point’s SERS spectra of GHs-Au NPs-4-MBA.
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hypothesis, it may be due to the reverse decoration of GQDs on Au NPs
owing to its smaller size along with its abundant functional groups and
large number of edges available. This unique architecture of GQDs-Au
NPs might ensure an improved charge transfer between the reporter
molecules 4-MBA and the GQDs and thereby produce stronger SERS
effect [40]. Supporting to this, Liu et al. [41] recent study discusses
about this GQDs based SERS enhancement, and according to that re-
port, the enhancement is attributed to the presence of Van Hove sin-
gularities in the electronic density of states. The EF of other substrates
were also comparatively better and for GO-Au NPs, it is ∼ 3×106; for
GHs-Au NPs and RGO-Au NPs, it is ∼ 1.6× 106(same for both) and for
CNTs-Au NPs, it is ∼4×105. In our study, we have utilized isolated
nanoparticles rather than bulk nanoparticles. So, in effect, the high
enhancement obtained is just by some few isolated Au NPs (close to
single particle enhancement) attached to the CNS matrices and it can be
much higher if we increase the number of Au NPs. Fig. 8(b) show the
normalized SERS plot to identify the peaks in a clearer manner.

4. Conclusions

In summary, we have developed different SERS substrate of isolated
Au NPs embedded CNS. The whole class of different dimensional CNS
based materials were used ranges from the 0D GQDs to 3D GHs. The as
fabricated SERS substrate is advantageous owing to the electromagnetic
enhancement from the Au NPs, while simultaneously connecting the
surface plasmon of these noble metal nanoparticles by the underlying
CNS matrix, which further provides chemical enhancement. For the
underlying CNS matrix, i. e. 0D GQDs, 1D CNTs, 2D GO/RGO and 3D
GHs along with isolated Au NPs have been fabricated, producing five
CNS-Au NPs SERS substrates with enhancements enough to detect as
low as 10−6 M concentration of Raman reporter molecule; 4-MBA. It is
found that the all CNS-Au NPs based substrate showed distinguishable
enhancement for the prominent bands of 4-MBA. Further the substrates
showed the combined contribution at the peak centered at 1585 cm-1

and 1350 cm-1 raised both from 4-MBA as well as from the G and D
band of the CNSs base materials confirming the presence of substrate
materials as well as the Raman marker together. Among all substrate,
the highest EF obtained for GQDs-Au NPs combination with an en-
hancement factor of 107. The other substrates also showed considerable
and competing enhancement factor to prove themselves to be well
promising. Interestingly, the hidden peaks (D and G band) of GQDs by
the fluorescence becomes prominent when it works as a GQDs-Au NPs-
4-MBA combination. So, the proposed CNS-Au NPs substrates are well
promising candidate for the identification and monitoring of molecules
relevant to biology, forensics, and chemistry through SERS as well as
GERS (Graphene Enhanced Raman Spectroscopy), nevertheless its dif-
ferent dimensionalities.
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a  b  s  t  r a  c t

In  the  present study, we report  graphene  quantum  dots  (GQDs),  an  enzyme  mimetic  of  horse  radish
peroxidase  (HRP),  for  unprecedented  detection of free cholesterol. Synthesized  directly from  graphite
using  simple and  quick  one  step  wet  chemical method,  these  GQDs in  the presence of H2O2 exhibit  highly
efficient  catalytic  activity toward  the  oxidation  of peroxidase  substrate  3,3,5,5-tetramethylbenzidine
(TMB) to produce  a  blue  colored  product.  The proposed  detection system  based  on GQDs allows  wide
range  (0.02–0.6  mM)  of cholesterol  sensing with  a detection limit  as  low  as 0.006 mM.  Further, higher Vmax

(7.3  ×  10−6 M  s−1) along  with  lower  Km (0.01  mM)  attest  enhanced peroxidase  like catalytic  activity  and
better  binding affinity  of cholesterol  oxidase (ChOx)  to cholesterol  resulting  in good biosensor  stability
and  resistance  to environmental  interferences.  The  proposed  method  without  the  use of  sophisticated
instruments  perceives  the  cholesterol  using naked  eye with  blue  color  compound formation. The potential
of the  method to be  applied on  field is shown  by  the  proposed cholesterol  measuring  color wheel,  where
the  shades  of color are  related  to actual levels  of cholesterol  in the  sample.

© 2015 Published by  Elsevier  B.V.

1. Introduction

Cholesterol is  an important part of animal cell membranes, since
it  is required to  maintain membrane structural integrity and flu-
idity over the range of physiological temperatures. Apart from its
importance within cells, it also acts as a precursor for the biosyn-
thesis of steroid hormones, bile acids, and vitamin D. Because
of its essentiality for animals, all cells can synthesize cholesterol
from simpler molecules. Desirable amount of cholesterol in healthy
human serum is 200 mg/dL. Unregulated cholesterol production
in human body can lead to serious diseases. When the summa-
tion of the amount of cholesterol synthesized and the cholesterol
obtained via diet exceeds the amount required for the synthesis
of membranes, bile salts, and steroids [1,2] pathological accumula-
tions of cholesterol in blood vessels (atherosclerotic plaques) can
develop, resulting in atherosclerosis, that is  obstruction of blood
vessels [3].  Linked to high levels of free cholesterol in the blood,

∗ Corresponding authors. Tel.: +91 9450593210; fax: +91 0542 23681.
E-mail addresses: anchalbhu@gmail.com (A. Srivastava),

pssaxena@rediffmail.com (P.S. Saxena).

particularly to high levels of low density lipoprotein (LDL) bound
cholesterol, atherosclerosis results in  arterial diseases with a pos-
sibility of culminating into a  fatal heart attack [4].  Thus accurately
detecting the levels of free cholesterol in blood serum and food are
major parameters for diagnostic treatment. Initial analytical meth-
ods developed for cholesterol detection such as fluorescence based
assay [5],  electrochemical methods [6,7] and molecular imprinting
[8] technology are all expensive and prone to  denaturation, thus
demanding alternative, highly sensitive, selective, simple and cost
effective methods.

Horse radish peroxidase (HRP) are  a large class of  enzyme that
catalyzes the oxidation-reduction reaction in analytical diagnosis
[9–11]. However, expensive preparation/purification and storage
processes along with extreme environmental sensitivity restrict
HRP to be used in  analytical diagnostics [12–14].

In order to  overcome such challenges, recent research endeav-
ors are committed to search or synthesize efficient HRP enzyme
mimetic with strong catalytic activity and stability in  both physical
and physiological conditions for numerous biological applications.
By way of examples for naturally occurring enzyme mimetics,
hemin [15],  porphyrin [16] and DNAzymes [17] have been reported,
but being proteinaceouse in  nature they are also susceptible to
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environmental variations; specially pH and temperature. In con-
trary to natural enzymes, HRP enzyme mimetic synthesized using
nanomaterials offers required high stability along with several
advantages such as low cost, high surface area, tenability in  cat-
alytic activities and ease of preparation and purification [18].  For
example, discovery of intrinsic peroxidase like activity in Fe3O4
nanoparticles opened a new area of research in nanomaterials
based enzyme mimetics [19].  Similarly, peroxidase like activity of
Co3O4 have been explored for sensing of H2O2 and glucose [20].
Down this line carbon nanomaterials have also been examined for
their peroxidase like activity [21–23], among which single walled
carbon nanotubes [24],  graphene oxide [25], carbon dots [26], and
graphene dots [27] have shown promising peroxidase like catalytic
activity. Though used effectively for H2O2 and glucose detection,
these carbons based nanomaterials demand complex and time
consuming synthesis process. Moreover, the sensitivity of these
methods is  not satisfactory, particularly for GO, due to  its low cat-
alytic activity. To address these drawbacks, the development of low
concentration, high diffusion rate and enhanced catalytic activity
graphene-based nanomaterials is important.

Graphene quantum dots (GQDs), a  class of carbon nanomate-
rials containing one or few layered sheets with lateral dimension
less than 100 nm,  have several unique properties over above dis-
cussed micrometer-sized SWCNTs, graphene and GO sheets [28].
GQDs have been recognized as better electron transporters and
acceptors, rendering them as optimal candidates for electrochemi-
cal sensing materials [29]. Due to their quantum confinement [30]
and edge effects [31] they possess high surface area, extraordi-
nary optical, electrical and chemical properties [32–34] along with
good solubility, robust chemical inertness, efficient stability against
photo bleaching and excellent biocompatibility [35–37]. With such
unique properties it is  no wonder that GQDs have been explored for
diverse applications in various sectors including biological imaging
[38],  electrochemical biosensors [39], organic photovoltaic devices
[40],  colorimetric detection [26] and catalysis [41].  GQDs with per-
oxidase like activity were first reported [42] in the year of 2013,
but this work involved time consuming multistep synthesis process
using special equipment’s and expensive starting materials (such
as carbon fibers and graphene oxide). Peroxidase like activity of
GQDs have been only used for H2O2 detection [42].

To best of our knowledge the detection of free cholesterol in  a
complex system like human serum using peroxidase (HRP) like of
GQDs has not been reported till date.

Hence, for the first time we  report GQDs synthesized by a  simple
wet chemical method, as horse radish peroxidase (HRP) enzyme
mimetic for enhanced free cholesterol detection. The synthesis
route using simple instruments is  not only cost effective due to the
usage of graphite powder as the starting material, but is  also fast
and facile owing to  one step synthesis of large scale graphene quan-
tum dots (GQDs) with highly functionalized periphery carboxylic
groups attached through acidic treatment of graphite powder.
These as synthesized GQDs show efficient catalytic activity toward
the oxidation of peroxidase substrate 3,3,5,5-tetramethylbenzidine
(TMB) in the presence of H2O2 to produce a  blue colored prod-
uct used for the estimation of hydrogen peroxide and cholesterol
(ChO). Higher Vmax and lower Km value suggest highly efficient per-
oxidase catalytic activity which supersedes the earlier reports of
micrometer-sized GO sheets and many other nanomaterials. Finally
to demonstrate the efficacy of our simple, economical yet sensi-
tive system to  work in complex systems, we have done successful
free cholesterol detection in  human serum sample, producing effi-
cient results perceivable by  naked eyes without the requirement
of any specialized instruments by the blue colored compound for-
mation when the system detects cholesterol. The potential of the
method to be used effectively on field by  simple observation lies in
the direct relation the cholesterol level has with the obtained color

shade. Hence, the current work proposes a  cholesterol detection
color wheel, which in future could be used to along with cost effec-
tive GQD based cholesterol detection strips for direct, effective and
quick cholesterol measurement.

2. Materials and methods

2.1. Materials

Graphite powder (purity ≥99.99%), cholesterol oxidase and
cholesterol were purchased from Sigma Aldrich, New Delhi, India.
H2SO4 (98%) and HNO3 (69–72%) were obtained from SD fine
Chem. Ltd., Mumbai, India. 3,3′,5,5′-tetramethylbenzidine (TMB),
hydrogen peroxide (H2O2), sodium carbonate (Na2CO3), disodium
hydrogen phosphate (Na2HPO4)  and monobasic sodium phosphate
(NaH2PO4)  were purchased from Fischer Scientific India Pvt. Ltd. All
the chemical reagents used were of analytical grade. Dialysis bag
was procured from Millipore Merck Ltd., Mumbai, India. Double dis-
tilled water was  used throughout the experiment. All  the reagents
were used as received.

2.2. Instrumental details

The UV–vis absorption spectra were collected using a  Perkin
Elmer UV–Visible-Lambda 25 spectrophotometer. The morpho-
logical changes were observed employing using FEI Tecnai-G2
transmission electron microscopy (TEM). Fourier transform
infrared (FT-IR) spectroscopy (Perkin Elmer Spectrum 65, FT-IR
spectrometer) was employed for the identification of  molecular
structures. Atomic force microscope (AFM) images were acquired
using Bruker Mutliomode 8 AFM. The specimen was prepared by
casting the aqueous suspensions of GQDs on freshly cleaved mica
surface and dried in air.

2.3. Methods

2.3.1. Synthesis of graphene quantum dots (GQDs)
GQDs were synthesized using graphite powder via wet chemical

oxidation method. In  brief, 0.20 g of graphite powder was added to
a mixture of concentrated H2SO4 and HNO3 (3:1, v/v). The solution
was further sonicated for 2 h and 30 min  at room temperature (RT)
followed by stirring for 45 min  at 90 ◦C. The resulting yellow colored
solution was cooled to RT. The pH was adjusted to 7  with NaOH.
The solution was further dialyzed through a  dialysis bag (retained
molecular weight: 2000 Da) for 3 days to get the final product as
GQDs.

2.3.2. H2O2 detection using GQDs
Stock solution of TMB  (5 mM)  was  prepared in anhydrous

ethanol. Phosphate buffered saline (0.2 M)  was prepared and pH
was set to 3.5. For H2O2 detection, 10 �L  of  GQDs (0.5 �g/mL) were
added to  150 �L of PBS solution having 20 �L  of  different concentra-
tions of H2O2.  20 �L of TMB  (5 mM)  was  added to  the above reaction
mixture followed by 5 min  incubation. The maximum absorbance of
the oxidized TMB  was  recorded at 652 nm.  The final concentrations
of H2O2 in  the system varied from 0.02 mM to 0.1 mM.

2.3.3. Cholesterol detection using ChOx and GQDs
Cholesterol detection was  done as follows: (a) 5  �L of ChOx

(0.5 mg/mL) and 50 �L of different concentrations of  cholesterol in
PBS (0.5 mM,  pH 7.0) were incubated at 37 ◦C for 30 min; (b) 10 �L
of GQDs (0.5 �g/mL) and (c) 150 �L of PBS (0.2 M)  (pH 3.5) were
added into the above solution. The measurement was  started by
addition of 20 �L of TMB  (5 mM).  The product color was monitored
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Fig. 1.  (a) TEM and (b) HRTEM images of GQDs.

at 652 nm for 5 min. The final concentrations of cholesterol in  the
system varied from 0.02 mM to 0.6 mM.

3. Results and discussion

3.1. Characterization of GQDs

The optical properties of the source material i.e. graphite powder
and synthesized GQDs were characterized using UV–vis absorp-
tion spectroscopy [(Fig. S1, Electronic Supplementary Information
(ESI)]. The absorption peak of graphite powder as shown in Fig.
S1(a) occurred at �max 270 nm which was blue shifted in case of
GQDs as seen at �max 227 nm in  Fig. S1(b) which pointed toward
the fabrication of GQDs from graphite. Apart from absorption peak
at �max 227 nm,  one more shoulder peak at �max 303 nm was  seen
in GQDs. Both of these peaks developed due to transition of �–�*
C C and n–�*of C O respectively.

The Fourier-transform infrared (FT-IR) spectra were used to
identify the surface groups of the GQDs (Fig. S2, ESI). The pres-
ence of various several peaks confirmed the presence of various
oxygen-containing groups, including carbonyl, carboxyl, hydroxyl,
and epoxy groups that were introduced to  the edges and onto

the basal plane. In the FT-IR spectra of GQDs (Fig. S2), the peak
at 1640 cm−1 was attributed to C O  stretching vibrations of  car-
boxylic groups and 1390 cm−1 was assigned to  (C  O) present in
carboxylic group. The peak found at 1112 cm−1 was due to  epox-
ide (C O C), peaks at 3436 cm−1 was  imputable to OH functional
groups.

Transmission electron microscopy (TEM) and HRTEM (Fig. 1)
images of (a) GQDs revealed narrow size  distribution of mono-
dispersed GQDs with an average diameter of 2  nm. Inset picture in
Fig. 1(b) was high resolution TEM of GQDs which bespoke multilay-
ered polycrystalline structure with interlayer spacing with ∼3.3 Å.

Further, AFM study was also carried out to confirm the mostly
average thickness of GQDs and was  ascertained to be ∼2  nm with
a modest size distribution (Fig. 2).

3.2. Study of peroxidase mimetic catalytic activity of GQDs

The GQDs catalyzed peroxidase substrate (TMB) in the presence
of H2O2 to  rapidly produce a  blue colored product from color-
less used for cholesterol detection. Fig. S3 (ESI) shows the typical
absorbance peak of oxidation used for estimation of  hydrogen per-
oxide and products of TMB  is  at 652 nm.  The absorbance of the

Fig. 2. (a)  AFM image of the particle size distributions of GQDs and (b) a height profile along red and green line of the GQDs confirming average thickness of 2  nm.  (For
interpretation of the  references to  color in this figure legend, the reader is  referred to the web  version of the article.)
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Fig. 3. Time-dependent absorbance changes at 652 nm of TMB  in different
reaction systems: (a)  GQDs, (b) TMB, (c) GQDs + TMB, (d) TMB + H2O2 and (e)
TMB  +  GQDs + H2O2.  (For interpretation of the references to  color in the text citation,
the reader is  referred to the web version of the article.)

GQDs–TMB–H2O2 system at 652 nm was much higher than that of
the TMB–H2O2 and GQDs–TMB systems.

A small absorbance change of the system [Fig. 3 curve (d)]
was observed due to the low reaction rate of TMB  and H2O2.  The
absorbance intensity of the system was significantly enhanced with
the addition of GQDs and was stable for a  long duration [Fig. 3 curve
(e)]. Fig. 3(inset) indicated optical image of oxidation color reaction
of TMB  with H2O2 catalyzed by  GQDs.

GQDs were expected to be  more stable than natural enzymes. It
is known that the catalytic activity of HRP is  largely inhibited after
incubation at lower or higher pH and high temperatures (above
60 ◦C) [26].  To investigate the effect of pH on the GQDs-based cat-
alytic reaction, the absorbance intensities of the system with or
without H2O2 (50 mM)  in  0.2 M acetate buffer of different pH were
detected. As shown in [Fig. S4(a), ESI] the catalytic activity of GQDs
was affected by  pH. The catalytic oxidation of TMB with H2O2 using
GQDs was much faster in  acidic solutions, and the optimum pH was
3.5 according to the best signal-to-noise level. Also the effect of
temperature was studied and it is  observed that the catalytic activ-
ity of the GQDs was optimum at all temperature ranges [Fig. S4(b),
ESI].

GQDs in  contrast to  HRP efficiently showed its catalytic activity
even the concentration of H2O2 reached high levels [Fig. S4(c), ESI].
The catalytic activity of the GQDs was also studied by  varying the
concentration of GQDs [Fig. S4(d), ESI]. It was seen that the activity
of GQDs was maximum when the concentration of GQDs reached to
a level of 2–3 �g/ml. If the concentration was further increased, the
activity decreased due to the other possible interactions of GQDs
that may  decrease the free GQDs available for the catalytic reaction.

To investigate the kinetic mechanism of the peroxidase-like
activity of the GQDs, apparent steady-state kinetic parameters
for the peroxidase-like color changing reaction were determined
by changing the concentrations of TMB  and H2O2 in  this sys-
tem, respectively. Initial reaction rate was calculated using the
Beer–Lambert Law:

C = A

εb
(1)

where, c is the substrate concentration, A is the absorbance,
b is the thickness of the solution. The absorbance data were
back-calculated to give concentrations using a  molar absorption
coefficient, ε, of 39,000 M−1 cm−1 for the TMB  derived oxidation

products which is high concentration to  other any nanomaterials
[26]. Apparent steady-state reaction rates at different concentra-
tions of the substrate were obtained by calculating the slopes of the
absorbance changes with time [Table S1, ESI]. In this work, typical
Michaelis–Menten curves were obtained for both TMB and H2O2.
The Michaelis–Menten constant (Km)  and maximum initial velocity
(Vmax)  were obtained from Michaelis–Menten equation (Fig. 5,  Eq.
(2)):

�0 = Vmax[S]
Km + [S]

(2)

where, �0 is initial velocity, Vmax is maximum initial velocity,
Km =  Vmax/2, [S] = substrate concentration. Smaller the value of Km,
stronger is the affinity between enzyme and substrate, resulting
into more efficient catalyst. Higher Vmax,  suggested that higher cat-
alytic toward TMB  in  presence of H2O2. The Km value for GQDs
was found to be higher in  case of H2O2 (8 mM) than HRP as shown
in Fig. 4(b), whereas in  case of TMBs, it was found to be little
smaller than HRP (0.01 mM) as shown in Fig. 4(a). These results
can be attributed to the fact that in  the first step, the concentra-
tion of TMB  was  kept fixed, therefore, the number of active sites
that were present was  fixed, constraining the catalytic activity and
hence Km value obtained was  greater. Unlike, in the second step,
the concentration of TMB  was  increased leading to  enhanced num-
ber active number of sites and hence catalytic activity increased to
a large extent resulting in lower Km value. The observed high cat-
alytic activity may  be due to the small size of  GQDs, which have
a higher density of functional groups and unpaired electrons on
its edge. Density functional theory study demonstrated that the
functionalization of graphene surfaces with carboxylic groups was
significant in  the reduction reaction of H2O2 [27].  So, we presumed
that similar effect existed for the edge functionalized carboxylic
in the GQDs. Based on the above discussion, we  can conclude that
the  catalytic mechanism probably originates from an increase in
the electron density and mobility in  the GQDs because of electron
transfer from lone-pair electrons in  TMB  amino groups to the GQDs.
This would result in  acceleration of electron transfer from the GQDs
to H2O2 [12],  and the reaction rate of TMB  oxidation by  H2O2 would
increase.

The comparison of the kinetic parameters of different nanoma-
terials and HRP using TMB  as a substrate is shown in Table 1.

It was inferred from Fig. 5,  the Km value was  found very low as
compared to HRP and other nanomaterial and Vmax was quite high
because GQDs synthesized have larger surface area allowing more
interaction with cholesterol oxidase and TMB molecules, highly
functionalized, biocompatible and conductive. Thus it was  estab-
lished that GQDs shows promising behavior in  cholesterol sensing
applications.

3.3. H2O2 detection using GQDs as the catalyst

Apart from these advantages, GQDs can detect H2O2 even when
its concentration is very low (2 �g/mL). As it can be  seen from
Fig. S4(a), ESI, a dramatic increase in the absorbance intensity was
observed as the concentration of H2O2 was  increased from 0.01 to
0.1 mM.  This GQDs based method allows the detection of  H2O2 at

Table 1
Comparison of the kinetic parameters of different nanomaterial and HRP using TMB.

Catalyst Km (mM) Vmax (M s−1)

HRP [26] 0.434 10 × 10−8

C-dots [43] 0.039 3.61 × 10−8

Si-dots [43] 1.502 5.65 × 10−8

GQDs 0.01 7.3 ×  10−6
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Fig. 4. Steady state kinetic assay and catalytic mechanism of graphene quantum dots (a, b). The velocity (v) of the reaction was measured using 2 �g/mL GQDs in 10 mL  of
0.2  M NaAc buffer at pH 3.5 and 35 ◦C. The error bars represent the standard error derived from three repeated measurements. (a) The concentration of H2O2 was 50 mM for
GQDs  and the TMB concentration was varied (b) the concentration of TMB was 0.8  mM for GQDs and the H2O2 concentration was varied.

Fig. 5. Comparative study of discussed kinetic parameters (Vmax and Km)  with the earlier reported biosensors.

concentration as low as 0.009 mM, which is lower than that of other
nanomaterials catalyzed methods [Fig. S4(b), ESI].

3.4. Cholesterol detection using ChOx and GQDs

H2O2 is  the main product of cholesterol oxidation by  ChOx in  the
presence of oxygen. Thus, cholesterol detection could be realized
by coupling GQDs based catalytic methods with the ChOx based
cholesterol oxidation [Fig. 6].

To confirm the capability of the described cholesterol sensor, the
absorbance of the system with different concentrations of choles-
terol was analyzed. By considering the time efficiency and the signal
to noise level, we  chose 5 min  as the optimum catalytic time of
ChOx. To optimize the concentration, the absorbance intensity with
the addition of cholesterol into the system for different concen-
trations was recorded, since just visualization was not enough to
detect such small color variation shown in Fig. 7.

From the absorbance graph, we concluded that the as the
concentration rose, the absorbance also increased indicating the
increased rate of interaction between the reactants [Fig. 8(a)]. Also
it can be observed that the minimum possible concentration of
cholesterol that be detected through our proposed GQD system
is  0.006 mM  has been calculated by  calibration curve [Fig. 8(b)].
Lower detection limits (LODs) have been calculated based on the

standard deviation of the response (SD) and the slope (B) of  the cal-
ibration curve (Fig. 8(b)) at levels approximating the LOD according
to the formula: LOD  = 3(SD/B). For doing so, the standard deviation
of the response has been determined utilizing standard deviation
of y-intercepts of regression lines.

3.5. Selectivity of the biosensor

The proposed GQDs based system also shows high selectivity
for cholesterol detection. The selectivity described here was tested
with cholesterol and other interference like uric acid, urea, ascorbic
acid, cysteine and glucose which is generally present in blood, each
at 1 mM).

The concentration was 0.6 mM for cholesterol, 2 mM for uric
acid, urea, ascorbic acid, cysteine and glucose. This result clearly
demonstrated that this GQDs based method showcased high
selectivity toward cholesterol detection. Furthermore, the discrim-
ination of cholesterol against others can be made by the naked eye
[Fig. 9(a)]. From Fig. 8(a), the percentage interference (% interfer-
ence) was calculated and a maximum of 21% for glucose, 16% for
uric acids, 14% for urea, 13% for cysteine and 10% for ascorbic acids
were found (Table 2).

Using this method, we detected cholesterol in  complex systems
(blood samples). Fig. 9(b), illustrates the response of cholesterol on
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Fig. 6.  Schematic illustration of oxidation color reaction of TMB  by H2O2 catalyzed by GQDs.

Table 2
Sensing characteristics of the proposed methods (GQDs) along with those reported in literature.

Sensing element Sensing method Linear range Detection limit Reference

Molecularly imprinted polymer Impedance 5–30 M 0.42 M [44]
Ag nanoparticles Amperometric 2.8 ×  10−4–3.3 × 10−2 M 2.8 × 10−4 M [45]
ChOx/hemoglobin Amperometric 10–600 M 9.5 M [46]
ChOx/conducting polymer Amperometric 10–130 M 0.3 ± 0.04 [47]
ChOx/peroxidase Colorimetric 0–7 mM – [48]
ChOx/DNAzymes Colorimetric 1–30 M 0.1 M [49]
GQDs Colorimetric 0.02–0.6 mM 0.006 mM Present work

Fig. 7. Optical picture of GQDs +  TMB +  ChOx and interaction with different concen-
tration of cholesterol (a) 0.02 mM/L  (cholesterol), (b) 0.04, (c) 0.06, (d) 0.08, (e) 0.1,
(f)  0.2, (g) 0.4, (h) 0.6)]. (For  interpretation of the references to color in the text
citation, the reader is referred to the web version of the article.)

application of this method to  different serum samples and inset
shows the images of production of colored product. These results
indicated that the proposed method was  largely free from the com-
plicated sample matrix effect of the blood sample and the results
agreed well with those obtained using the conventional Auto ana-
lyzer method (based on enzymatic reaction) method (Table S1).

Fig. 10(a) attests the consistent results of the proposed system
when the experiment was repeated 8 times prepared in  same set of
conditions. Also, Fig. 10(b) shows consistent reproducibility of  the
results obtained when the experiment was performed using five
samples prepared in same set of conditions.

Fig. 8. (a)  UV–vis spectra of GQDs +  TMB  + ChOx and interaction with different concentration of cholesterol (b) the calibration curves of cholesterol. Error bars represent the
standard  deviation for three measurements.
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Fig. 9. (a) Selectivity of cholesterol detection. All measurements were performed in 0.5 mL of 0.15 M NaH2PO4 buffer solutions (pH 3.5) containing 1 mM TMB, 2 �g/mL GQDs
and  1 mg/mL  cholesterol oxidase. The error bars represent the standard deviation of three time measurements and (b) the absorbance at  652 nm for a  10 fold serial dilution
of  a serum sample. Inset: Images of production of colored product for serum samples. (For interpretation of the references to  color in this figure legend, the reader is referred
to  the web version of the article.)

Fig. 10. (a)  Repeated experiments for eight times using GQDs (2 �g/mL), (1 mM)  TMB solution via the same set of procedure with ChOx (1 mg/mL) (0.1 mM)  cholesterol
conducted in 0.5  mL of 0.15 M NaH2PO4 buffer solutions and (b) the reproducibility for five samples using same set reaction.

Fig. 11. The schematic representation of fabrication of cholesterol strip for cholesterol detection in sample.

Shiju Abraham
Highlight
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Furthermore, because the color change from colorless to blue
when the system meets cholesterol is observable by the naked eyes,
it is easy to realize visual detection without any instrumentation
or complicated design. Although the actual quantification of the
cholesterol level requires the absorption study as discussed above,
but the most acknowledgeable point here is that the shades of blue
color obtained are in  direct relation with the amount of cholesterol
in the analyte. Hence in  Fig. 11,  we propose a cholesterol detection
color wheel that can be used effectively with the combination with
the system for immediate cholesterol detection. In future simple
GQDs based cost effective cholesterol detection strips can be fab-
ricated and used as illustrated in  the figure for quick and reliable
cholesterol measurement.

4. Conclusions

By the way  of conclusion, we report cost effective, quick, facile
single-step large scale synthesis of graphene quantum dots (GQDs)
as an enzyme mimetic of horse radish peroxidases (HRP), for
unprecedented application of free cholesterol detection. The results
attest our  system to be simple, inexpensive, highly sensitive and
selective enough to work successfully when used to detect free
cholesterol in a  complex system of human serum. Typically, these
GQDs show cholesterol detection limit as low as 0.006 mM along
with high Vmax and low Km value. These values supersede most
of the previously reported nanomaterials used in biosensing, sug-
gesting highly efficient peroxidase like catalytic activity with better
binding affinity of enzyme to substrate (cholesterol), which is desir-
able for good biosensor stability and resistance to  environmental
interferences. In addition, these ultra-small sized GQDs show high
diffusion rate and excellent biocompatibility in  aqueous solutions
ensuring easy combination with biomolecules. Additionally the
potential of the proposed system to be used on field lies in  the direct
relationship of the color shade with the amount of cholesterol in
the analytes. Hence a  cholesterol detection color wheel is presented
here, which can be used in future along with cost effective choles-
terol detection strip fabricated using the proposed system. Thus,
this proposed GQDs system shows great potential for application
in various fields, such as biosensing and medical diagnostics and
has the potential of on field applications.
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